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## Preface

The purpose of this book is to summarize, in clear and easily accessible form, the information that system design engineers need to know in order to make the best possible use of the FC family of DTL integrated circuits.

By way of introduction it describes the circuits comprising the range and compares their performance with that of other kinds of logic circuitry. Emphasizing practical design methods, it describes in detail a number of typical and widely used applications that exploit the advantages of the family while taking proper account of its limitations. Besides that, it offers such general application information as rules for designing sequential and combinational logic systems, and rules to ensure satisfactory mechanical design.

It is hoped that by consolidating information in convenient format this book will help to enlarge the already wide acceptance and use of the FC family of integrated circuits.
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## 1 The FC Family of DTL Digital Integrated Circuits

### 1.1 Introduction

Several ranges of integrated circuits are available to the digital applications field. The main difference between these ranges is in their operating speed, but they also differ in logic levels, power dissipation, supply voltage and other respects.

Many applications require devices which operate with propagation delays of the order of 5 to 50 ns . These medium-speed devices are used in small and medium-sized computers, peripheral equipment, telephone exchanges, instrumentation and control, and in many items of digital equipment associated with telecommunications.

In this speed range two configurations are common:
DTL (Diode-Transistor-Logic), represented by the FC series, and
TTL (Transistor-Transistor-Logic), represented by the FJ and FH series.
Of these, DTL is currently the more familiar and has become established as a solution to many problems.

### 1.2 General Description of FC Family

### 1.2.1 IMPORTANT FACETS

Integrated circuit techniques allow a number of transistors, diodes, resistors and capacitors to be made on a single chip of silicon. The various components are connected to form the required circuit. The DTL gate of Fig. 1-1a forms the basis of the complete FC family of digital integrated circuits.

This gate performs the nand-function for positive logic*. The lefthand part of the circuit acts as an and gate: only if all inputs $G_{1}, G_{2}, G_{3}$ have a HIGH voltage will point $X$ have a HIGH voltage. If one or more inputs are Low there will flow current through $R_{1}$ and the voltage at $X$ will be Low. This implies that the circuit functions as an or gate for negative logic. The right-hand part of the circuit, involving $D_{4}, D_{5}, T R, R_{C}$

[^0]

Fig. 1-1. The basic NAND gate.
and $R_{2}$, represents an inverter. As soon as the base-emitter voltage going HIGH reaches a certain level, transistor $T R$ will conduct and output $Q$ will go Low.

The hardware shown in Fig. 1-1 can be represented by either of two logic symbols: that of Fig. 1-1b (AND) or that of Fig. 1-1c (OR). Although a more detailed description of the gate is given in chapter 2 , a few observations in general will not be out of place here.

- The number of inputs can be easily and cheaply increased by means of external diodes connected at pount $E$ (but not all gates are provided with this expander facility).
- The level shifting diodes $D_{4}$ and $D_{5}$ create an additional voltage "hurdle" to be exceeded before the transistor switches on, thus giving a high noise immunity for the DTL gate.
- By simply connecting the outputs of two or more DTL gates, an extra function will be obtained, usually called "Wired-Output". To be able to do this within wide limits, nearly all gates are available in two versions, with and without collector resistor $\mathrm{R}_{\mathrm{C}}$ (see section 2.1.4).

On the basis of the nand gate a variety of gate functions, bistable circuits and complex elements are available in the FC family. Table 1.1 shows the currently available circuits. Our Data Handbook System gives complete specifications of the various circuits.

Table 1.1(a) General Data of Gates

|  | gates, inverters and expanders with resistive pull-up all types |  | line drivers (active pull-up) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{gathered} \text { type } \\ \text { FCH221 } \end{gathered}$ | $\begin{gathered} \text { type } \\ \text { FCH222 } \end{gathered}$ | $\begin{gathered} \text { type } \\ \text { FCH231 } \end{gathered}$ |
| operating temperature range | standard | extended | standard | extended | standard |
| propagation delay | 31 ns | 32 ns | 35 ns | 53 ns | 35 ns |
| available fan-out | 8 | 11 | 14 | 20 | 20 |
| $\begin{aligned} & \text { noise margin: } \\ & \left\{\begin{array}{l} \text { typical } \\ \min .\left(T=25^{\circ} \mathrm{C}\right) \\ \min \cdot\left(T=\mathrm{T}_{\text {max }} .\right. \end{array}\right) \end{aligned}$ | $\begin{aligned} & 1.2 \mathrm{~V} \\ & 0.60 \mathrm{~V} \\ & 0.40 \mathrm{~V} \end{aligned}$ | $\begin{aligned} & 1.2 \mathrm{~V} \\ & 0.55 \mathrm{~V} \\ & 0.25 \mathrm{~V} \end{aligned}$ | $\begin{aligned} & 1.2 \mathrm{~V} \\ & 0.60 \mathrm{~V} \\ & 0.40 \mathrm{~V} \end{aligned}$ | $\begin{aligned} & 1.2 \mathrm{~V} \\ & 0.55 \mathrm{~V} \\ & 0.25 \mathrm{~V} \end{aligned}$ | $\begin{aligned} & 1.2 \mathrm{~V} \\ & 0.60 \mathrm{~V} \\ & 0.40 \mathrm{~V} \end{aligned}$ |
| $\begin{aligned} & \text { power } \\ & \qquad\left\{\begin{array}{l} \text { consumption* } \\ \text { without } R_{\mathrm{C}} \\ \text { with active pull- } \\ \text { wp } \end{array}\right. \end{aligned}$ | $\begin{array}{r} 7 \mathrm{~mW} \\ 11 \mathrm{~mW} \end{array}$ | $\begin{gathered} 7 \mathrm{~mW} \\ 10.5 \mathrm{~mW} \end{gathered}$ | 11 mW | 11 mW | 11 mW |

[^1]Temperature range for military types:

| operating | -55 to $+125{ }^{\circ} \mathrm{C}$ |
| :--- | :--- |
| storage | -65 to $+125{ }^{\circ} \mathrm{C}$ |

Table 1.1(a) General Data of Gates.

| description | single gate | dual gate |  | gate |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AND symbols |  |  |  |  |  |
| OR symbols |  |  |  |  |  |
| $\begin{aligned} & \text { type } \\ & \text { number } \end{aligned}\left\{\begin{array}{l} \text { without } R_{\mathrm{C}} \\ \text { with } R_{\mathrm{C}} \\ \text { with active } \\ \text { pull-up } \end{array}\right.$ | FCH101 <br> FCH102 <br> FCH111 <br> FCH112 | FCH121 <br> FCH122 <br> FCH131 <br> FCH132 | FCH141 <br> FCH142 <br> FCH161 <br> FCH 162 | FCH151 <br> FCH152 <br> FCH171 <br> FCH172 |  |

* Collector resistor $R_{\mathrm{C}}$ not applicable.


Table 1.1(b) General Data of Flip-Flops

| description | single JK <br> flip-flop | single JK master- <br> -slave flip-flop |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |


Table 1.1(c) General Data-Miscellaneous.



[^2]
### 1.2.2 SUMMARY OF MAJOR DATA

Table 1-2 gives a summary of the major data applicable to the FC family.
Table 1-2 Summary of Data for the FC Family

| absolute maximum supply voltage: | 8.0 V |
| :---: | :---: |
| operating supply voltage: | 5.7-6.3 V |
| absolute maximum input voltage: | 8.0 V |
| maximum input current requirements: |  |
| Low state | $-1.65 \mathrm{~mA} /$ input |
| High state | $1 \mu \mathrm{~A} /$ input |
| FAN-out over full operating temperature range: |  |
| for buffer gates | 14 or 20 |
| for other circuits | 8 |
| temperature range for industrial types: |  |
| operating | 0 to $75{ }^{\circ} \mathrm{C}$ |
| storage | -55 to $+125^{\circ} \mathrm{C}$ |

### 1.3 Manufacturing techniques

The process for the manufacture of monolithic integrated circuits is basically an extension of that which is used in making silicon planar transistors. On an N-type silicon wafer a thin oxide layer is grown. With a photo-lithographic process, windows are etched in the oxide on the places where transistors, diodes or resistors are to be made. Impurity diffusion into the silicon can only occur through the windows, thus giving the required $\mathrm{p}-\mathrm{n}$ junctions. This process of oxidizing, etching and diffusing is repeated several times to obtain the required configuration of components with the required characteristics. After the last oxide etching step, an aluminium evaporation is done to connect the components to each other. The whole process of making the masks and aligning them exactly with the pattern on the slice left after the previous diffusion requires a high degree of workmanship. To illustrate the accuracy: every silicon slice gives after breaking several hundreds of integrated-circuit chips.

The size of a single IC-chip, containing large numbers of components, is in the region of $1 \mathrm{~mm}^{2}$. Fig. 1-2 gives a cross section through part of a silicon chip showing an integrated n-p-n transistor, a resistor and a diode.

Components or groups of components must be insulated from each other. This is done by means of the epitaxial layer and the isolation diffusion. Prior to the photo-lithographic process an epitaxial N layer


Fig. 1-2. Cross-section through part of a silicon chip.
is diffused over the entire P-type substrate. The first photo-lithographic step is the dividing of the epitaxial layer into "islands" by means of isolation diffusion. The P-type substrate is connected to the negative supply; thus reverse-biased p -n junctions isolate the islands from each other. The collector contacts must be brought out on the top of the slice. Compared with discrete transistors this leads to increased values of the collector resistance and saturation voltage of the transistor because of the lateral resistance of the epitaxial layer. To counteract this, a heavily doped (low-ohmic) layer, the buried layer, has been diffused into the substrate before epitaxy, to provide a lateral low-resistance path.

To insure proper low-resistance collector contacts, an $\mathrm{N}^{+}$collector contact diffusion is carried out. This $\mathrm{N}^{+}$diffusion can also be used in interconnections.

The base diffusion is a P diffusion into the collector (into an island of the epitaxial layer) whilst the emitter diffusion again is an N diffusion in the base region.

The sheet resistance of any diffused layer, depending on impurity concentration and diffusion depth, can be used to determine the geometry of required resistors. However, most resistors are made compatible with transistor base diffusion. Capacitances are obtained by using reversebiased diodes.

After the diffusion procedures and the scribing and breaking of the slice, the separate IC chips are bonded to a header (die bonding), and the wires between the ends of the aluminium patterns of the chip and the header are connected (wire bonding).

Finally the encapsulation takes place, either in flat pack encapsulation (mainly for military types) or in the "dual-in-line" (D.I.L.) package.

TESTING AND QUALITY CONTROL
Very important aspects of the production of integrated circuits are the continual testing and controlling operations. This implies not only a $100 \%$ electrical measurement and inspection of the circuit at several stages of their production, but also a close and continual control of workmanship and factory cleanliness. Highly sophisticated computerised measuring equipment and extensive climatic, environmental, and life test programmes insure the quality and reliability that has become standard in our FC family of digital integrated circuits.

### 1.4 Comparison of DTL and TTL Circuits

The integrated circuit user is often confronted with the task of deciding which of the two technologies he should use in a system, DTL or TTL. (A range of TTL integrated circuits is available; it is referred to by the type letters $F J^{*}$.) Table 1-3 lists main characteristic data for each.

For comparison the circuits of a DTL and a TTL gate are given in Figs 1-3 and 1-4.


Fig. 1-3. The DTL. NAND gate.


Fig. 1-4. The TTL NAND gate.

[^3]Table 1-3 Comparison of Main Characteristics of DTL and TTL Gates

| characteristic | DTL | TTL |
| :--- | :---: | :---: |
| fan-out, maximum | 8 | 10 |
| fan-in, maximum |  |  |
| input expansion facility | 8 | 8 |
| propagation delay |  |  |
| signal noise immunity | yes | no |
| Low state | 25 to 30 ns | 13 ns |
| HIGH state | $0.8 \mathrm{~V}(\geqslant 0.6 \mathrm{~V})$ | $0.8 \mathrm{~V}(\geqslant 0.4 \mathrm{~V})$ |
| power dissipation per gate | $3.0 \mathrm{~V}^{*}(\geqslant 1.8 \mathrm{~V})$ | $1.9 \mathrm{~V}^{* *}(\geqslant 0.4 \mathrm{~V})$ |
| (50 \% duty cycle) | $11 \mathrm{~mW}^{*}$ |  |
| wired-output capability <br> output drive <br> Low state <br> HIGH state | $10 \mathrm{~mW} * *$ | $10 \mathrm{~mW} * *$ |
| short-circuit protection |  |  |
| dual-in line package | yes | not normally |

[^4]
## 2 General Application Information

This chapter deals with general points of interest regarding the complete range of FC-family ICs. Sections 2.1, 2.2 and 2.3 (Gates, Flip-Flops and Miscellaneous circuits respectively) discuss particular aspects such as principles of operation and application hints.

### 2.1 Gates

### 2.1.1 PRINCIPLES OF OPERATION

A simple form of gate is the combination of diodes and resistor shown in Fig. 2-1. For positive logic, that is a HIGH voltage denoting logic " 1 " level, this gate performs an and function. In Boolean algebra this can be expressed as:

$$
G_{1} \cdot G_{2} \cdot G_{3}=Q .
$$

For negative logic, in which a Low voltage denotes logic " 1 " level, this gate performs the or function, expressed as:

$$
G_{1}+G_{2}+G_{3}=Q .
$$



Fig. 2-1. The simplest form of gate, performing the logic function " $A N D$ ".

Loading this gate with similar circuits would however have considerable influence on the operation, and fan-out would be low. In the circuit of Fig. 2-2 an (inverting) amplifier has been added; the function performed is NOT-AND or NAND, expressed as:

$$
\overline{G_{1} \cdot G_{2} \cdot G_{3}}=Q .
$$



Fig. 2-2. A simple form of NAND gate.

By using a basic rule in Boolean algebra this can be written as:

$$
\bar{G}_{1}+\bar{G}_{2}+\bar{G}_{3}=Q,
$$

which is clearly an or function, demonstrating the dual nature of the logic gate. This is the basic form of the DTL (FC-family) gates, types FCH101 to FCH211 and types FCH102 to FCH212 (standard and extended temperature ranges respectively). Fan-out of these types is 8 ; by using two additional transistors in an "active pull-up" arrangement, fan-out can again be appreciably increased. This has been done in the case of the "Line Driver" types FCH221 and FCH231 (standard temperature range) and type FCH222 (extended temperature range) with fan-outs of 14,20 and 20 respectively. Further information about these types is given in section 2.2.2; note that a "Wired-Output" connection must not be used with gates having active pull-up.

Assume that the diodes and transistor in Fig. 2-2 are ideal components having zero resistance when conducting and infinite resistance when blocked. Then if all the inputs to the diodes were at HIGH or " 1 " level $\left(+V_{P}\right)$ the base current of the transistor would be:

$$
I_{B}=V_{P} / R_{1},
$$

and the base voltage

$$
V_{B}=0 .
$$

The transistor when conducting (saturated condition) would have a collector resistor current of :

$$
I_{R_{C}}=V_{P} / R_{C},
$$

and a collector voltage

$$
V_{C}=0 .
$$

If one or more of the inputs become Low or " 0 " level $(0 \mathrm{~V})$ the base voltage follows and base current stops. The transistor blocks current (cut-off condition) and collector voltage becomes equal to $V_{P}$. The current flowing out of the diode at Low level, $I_{G L}$, is then:

$$
I_{G L}=-V_{P} / R_{1},
$$

by definition negative, because current flows out. Its magnitude is equal to the base current in the previous case, i.e. when all diode inputs were at high level.

To determine the loading allowable in both cases it should be remembered that the maximum collector current is:

$$
I_{C \max }=\beta I_{B},
$$

where $\beta$ is the d.c. amplification factor of the transistor, defining the saturation level of the collector current as depicted idealized in Fig. 2-3.


Fig. 2-3. Idealised representation of the variation of collector current $I_{C}$ with collector voltage $V_{C}$.

Let us now consider the loadability of the gate when its output is in the Low state. If we load the circuit with $N_{a}$ gates of the same type, the total Low output loading current $I_{Q L}$ would be:

$$
I_{Q L}=N_{a}\left|I_{G L}{ }^{\prime}\right|
$$

$I_{G L}{ }^{\prime}$ being the current supplied by each gate at Low level connected to $Q$. The dash indicates that the gates do not necessarily belong to the same crystal chip. The current through the collector resistor, $I_{R_{C}}$, is:

$$
I_{R_{C}}=V_{P} / R_{C} .
$$

The transistor must remain in saturation, therefore:

$$
I_{C \max } \geqslant I_{Q L}+I_{R_{C}},
$$

so that:

$$
\beta I_{B} \geqslant N_{a}\left|I_{G L}{ }^{\prime}\right|+V_{P} / R_{C} .
$$

Assuming $\left|I_{B}\right|$ equal to $\left|I_{G L}\right|$, the allowable Low state fan-out $N_{a}$ is then given by:

$$
N_{a}=\beta-R_{1} / R_{C}
$$

The above assumes that the diodes and transistors are ideal. However, a saturated transistor in practice will exhibit a small but definite potential difference between collector and emitter, as does a conducting diode between anode and cathode (we shall call these potentials $E_{S}$ and $E_{D}$ respectively). In general $E_{D}$ is considerably greater than $E_{\mathrm{S}}$ in integrated circuits. This, however, changes the picture of gate behaviour completely, as it is now no longer possible to obtain the cut-off condition.

Let us assume that an input terminal $G$ is at Low level in Fig. 2-2, that is, at voltage $E_{S}$ : the Low level output voltage of the preceding gate. Then the current $I_{G L}$ out of the $G$-terminal if no base current were flowing would be:

$$
I_{G L}=-\left(V_{P}-E_{D}-E_{S}\right) / R_{1}
$$

and the base potential would be $E_{D}+E_{S}$; this, is, however above the value $E_{D}$ necessary to make the transistor conducting. To get over this difficulty, a bias voltage must be inserted in the base circuit; this is most easily done by incorporating a diode in the base circuit. In fact two diodes have been incorporated (see Fig. 2-4) so as to increase the noise margin in the input "Low" situation, the two diodes now making a pull-down resistance $R_{2}$ necessary. $R_{2}$ allows the base-emitter charge to flow away after cut-off; if this did not happen, speed would be greatly reduced. In addition it takes up the collector-base leakage current.


Fig. 2-4. The circuit of the DTL gates in the FC family of integrated circuits.

Having investigated the saturated transistor conditions, let us now look at the practical situation which exists when the preceding transistor (or transistors) is inversely biased (cut-off), i.e. when all inputs are at HIGH level. In this case the diodes and transistor are again not ideal because they draw leakage currents which, although in the microamp region (compared to milliamps for the Low level currents), are still of significance as regards fan-out.
The base current $I_{B}$ for high level conditions will now be:

$$
I_{B}=\left(V_{P}-3 E_{D}\right) / R_{1}-E_{D} / R_{2},
$$

and the collector resistor current is:

$$
I_{R_{C}}=\left(V_{P}-E_{S}\right) / R_{C}
$$

these expressions being comparable to those for the low level output conditions discussed earlier. The fan-out is again given by:

$$
N_{a}=\left(\beta I_{B}-I_{R_{C}}\right) / I_{G L},
$$

or, by substituting for $I_{B}, I_{R_{C}}$ and $I_{G L}$ :

$$
N_{a} \geqslant \frac{\beta-R_{1} / R_{C}-3 \beta E_{D} / V_{P}+R_{1} \cdot E_{S} / R_{C} V_{P}-R_{1} \beta E_{D} / V_{P} R_{C}}{1-\left(E_{D}{ }^{\prime}+E_{S^{\prime}}\right) / V_{P}}
$$

where $E_{D}{ }^{\prime}$ and $E_{S}{ }^{\prime}$ need not be equal to $E_{D}$ and $E_{S}$.
Inserting minima and maxima for the variables in such a way that the worst (lowest) value for $N_{a}$ results, will still give a value higher than that given in the Data Sheets, however. This is because an extra safety margin has been incorporated in the published value of $N_{a}$, being that $V_{Q L}$ must never exceed 0.4 V . This limits the maximum available collector current $I_{C L \text { max }}$ to a value below $\beta_{\text {min }} I_{B \text { min }}$. This is shown graphically in Fig. 2-5,


Fig. 2-5. Idealised representation of the variation of $I_{C}$ with $V_{C}$, after considering diode and transistor voltage drops.

Table 2-1

| $\begin{gathered} \text { typ } \\ \text { without } R_{C} \end{gathered}$ | with $R_{C}$ | $\begin{array}{r} \text { number } \\ \text { per f } \\ \text { normal }(G) \end{array}$ | of inputs function <br> expander $(E)$ | number of functions per package | type of output |
| :---: | :---: | :---: | :---: | :---: | :---: |
| FCH101, 102 | FCH111, <br> 112 | 8 | 2 | 1 |  |
| FCH121, 122 | FCH131, | 4 | 1 | 2 |  |
| FCH141, 142 | FCH161, 162 | 2* | 1* | 3 | resistive |
| FCH151, 152 | $\begin{array}{r} \text { FCH171, } \\ 172 \end{array}$ | 3 | 0 | 3 | pull-up |
| FCH181, 182 | FCH191, <br> 192 | 2 | 0 | 4 |  |
| FCH201, 202 | $\begin{array}{r} \mathrm{FCH} 211, \\ 2.12 \end{array}$ | 1 | 0 | 6 |  |
| FCH311 | FCH321 | 0 | 1 | 6 |  |
| FCH221, 222FCH231 |  | 3 | 0 |  | ) active |
|  |  | 4 | 1 | 2 | \} pull-up |

* For one function only; the two remaining functions have 3 normal inputs.
where it can also be seen that $I_{Q L \text { max }}$ is further reduced by $I_{R C_{\text {max }}}$ to the value $I_{Q L \text { max }}\left(R_{C}\right)=I_{Q L \text { max }}-I_{Q L L \text { max }}$ for an internal collector resistance of $R_{C}$. Values of the above-mentioned quantities are given in the Data Sheets ("Static Data") for $0^{\circ} \mathrm{C},+25^{\circ} \mathrm{C}$ and $+75^{\circ} \mathrm{C}$ and for $\pm 5 \%$ tolerance on $V_{P}$. The fan-out in the input "High" state for a gate with internal collector resistor $R_{\mathrm{C}}$ will be:

$$
N_{a}=I_{Q L \max } / I_{G L \max } .
$$

### 2.1.2 REVIEW OF TYPES

There are sixteen gates in the FC family. Fourteen use resistive pull-up. Seven of these have internal collector resistors, the other seven do not. Of these seven basic types, five have multiple ( 2 to 10 ) input terminals and perform the nand function, one has a single input and performs a simple inverting function, and the last has an expander input only, enabling it to be used as a gate or as an inverter*. The remaining two types use active pull-up. The various types are listed above (Table 2-1) together with their distinguishing features.

[^5]A 10-diode array, the "Triple Gate Expander", is also available for use as an input expander with gates having an " $E$ " input. The array has the type number FCY101 (FCY102 in the extended temperature range version).

The standard temperature range package is the dual-in-line, 14 -pin or 16-pin type XG14 or XG16 (extended temperature package is the flatpack type); outline and dimensions are given in section 7.1.1; 7.1.2. Logic diagrams are shown in Fig. 2-6, and two representative circuit diagrams in Fig. 2-7, 2-8. To facilitate sketching of circuit diagrams, transparent self-adhesive "stickers" will become available. They are supplied in sheets, the stickers being printed with package outline showing terminal positions, numbers and symbols for each gate type.

(a)

(d)

(b)

(c)

(f)

Fig. 2-6. Logic diagrams of FC family gate packages. (a) FCH101, FCH111; (b) FCH121, FCH131; (c) FCH141, FCH161; (d) FCH151, FCH171; (e) FCH181, FCH191, (f) FCH201, FCH211.

(a)


Fig. 2-7. Circuit diagrams of representative FC family gates using resistive pull-up. (a) FCH101, (b) FCH161.


Fig. 2-8. Circuit diagram of FCH231 (2-gate package using active pull-up).

### 2.1.3 propagation delay

All gates in the FC family have the same rise propagation delay $\left(t_{p d r}\right)$ and fall propagation delay $\left(t_{p d f}\right)$, given similar operating conditions. The terms are illustrated in Fig. 2-9.

The available fan-out $N_{a}$ and the wiring capacitance $C_{w}$ are two factors which strongly influence the propagation delays. Figs 2-10 and 2-11 give values of $t_{p d r}$ and $t_{p d f}$ respectively for various situations.


Fig. 2-9. Timing diagram illustrating the terms $t_{p d f}$ and $t_{p d r}$.


Fig. 2-10. Relationship between $t_{p d r}$ and wiring capacitance $C_{w}$ for various values of fan-out $N$.


Fig. 2-11. Relationship between $t_{p a f}$ and wiring capacitance $C_{w}$ for fan-outs of from $I$ to 8.

### 2.1.4 WIRED-OUTPUT LOGIC FUNCTIONS

## General

It often occurs in logic circuits that the outputs of two logic gates must be combined in a further logic function (AND or OR). This function could be performed by using another logic gate (or two or more); however, the same effect can be achieved by simply strapping the two outputs together. This latter method is given the name "Wired-Output".* In this section the limitations and benefits of the method are given, so far as the FC family of integrated circuits is concerned. At the end are some design rules and nomograms.


Fig. 2-12. Wired-Output configuration. (a) Two NAND gates (the FCH131 circuit) as a Wired-Output function; (b) Symbolic representation of two NAND gates in a WiredOutput function.

Fig. 2-12a shows the circuit diagram of two 4-input NAND gates with their outputs connected together, as described above. $Q$ will fall to the Low or " 0 " level if either $T R_{1}$ or $T R_{2}$ go into conduction, that is, if one of the transistor bases ( $X$ or $Y$ ) is brought to HIGH or " 1 " level. $G_{1}, G_{2}$, $G_{3}$ and $G_{4}$, or $G_{5}, G_{6}, G_{7}$ and $G_{8}$ must thus be at " 1 " level. In Boolean Algebra $Q$ can be expressed as:

$$
X+Y=\bar{Q},
$$

or, in terms of $G$ :

$$
G_{1} \cdot G_{2} \cdot G_{3} \cdot G_{4}+G_{5} \cdot G_{6} \cdot G_{7} \cdot G_{8}=\bar{Q} .
$$

[^6]Alternatively, this can be expressed as an and function:

$$
\left(\bar{G}_{1}+\bar{G}_{2}+\bar{G}_{3}+\bar{G}_{4}\right) \cdot\left(\bar{G}_{5}+\bar{G}_{6}+\bar{G}_{7}+\bar{G}_{8}\right)=Q .
$$

Fig. 2-12b shows the symbols which are used to indicate a Wired-Output function.

The limitation of this method is that it is only possible to use it with gates having "resistive pull-up" (resistors $R_{C 1}$ and $R_{C 2}$ in Fig. 2-12a). Wired-Output cannot be used if the gate employs "active pull-up", as in the line-driver nAND gates FCH221 and FCH231 (transistors $T R_{2}$ and $T R_{3}$ in Fig. 2-13). With active pull-up, either $T R_{2}$ or $T R_{3}$ in Fig. 2-13 will be conducting, dependent on the state of the gate output. If the outputs $Q$ of two such gates were to be connected together in Wired-Output, a short-circuit might occur between $T R_{2}$ of one gate and $T R_{3}$ of the other.


Fig. 2-13. Two NAND gates with active pull-up (the FCH221 circuit).

At the moment, the two line-drivers are the only gates of the FC family employing active pull-up.

The advantages of using Wired-Output are twofold:

- a smaller number of gates is necessary;
- the propagation delay time of the circuit may be reduced.

The circuit shown in Figs $2-14,15$ and 16 exemplify these advantages. Fig. 2-14a shows a typical logic circuit performing the function (positive logic):

$$
\overline{P \cdot A+P \cdot B+P \cdot C}=Q
$$

Using gates with resistive pull-up, one gate and the inverter can be saved
by employing Wired-Output as shown in Fig. 2-14b, this arrangement producing the same function as Fig. 2-14a.

Fig. 2-15a shows a two-bit comparator. This performs the function:

$$
A_{1} \cdot \bar{B}+B_{1} \cdot \bar{A}_{1}+A_{2} \cdot \bar{B}_{2}+B_{2} \cdot \bar{A}_{2}=Q
$$

the inverse of which can be obtained using Wired-Output (Fig. 2-15b) with a subsequent saving of three gates.


Fig. 2-14. Logic circuit using (a) four NAND gates, and (b) three NAND gates in WiredOutput. (equation for positive logic)


Fig. 2-15. Two-bit comparator (a) nine NAND gates, and (b) six NAND gates in WiredOutput. (equation for positive logic)
(a)

(b)


Fig. 2-16. Four-bit parity checker using (a) twelve NAND gates, and (b) nine NAND gates in Wired-Output.

Fig. 2-16a is a four-bit parity checker. In Fig. 2-16b it is apparent that three gates have been saved by using Wired-Output.

Where the number of stages is decreased by the saving of gates after employing Wired-Output, the propagation delay time is also decreased. For example, in Fig. 2-14b the total propagation delay time is reduced by a single stage delay time, in Fig. 2-15b by three stage delay times, and in Fig. 2-16b by two stage delay times (the propagation delay of the stage itself is also affected; see under "Dynamic Characteristics", p. 32).

## Practical Aspects

There are two aspects which must be considered when gate outputs are connected in Wired-Output: static loading, and the dynamic characteristics.

STATIC LOADING
The influence of the Wired-Output configuration on both the fan-out and the noise margin must be investigated.

The FC family contains gates both with and without an internal collector resistor, and as the fan-out is largely determined by the collector resistor there are three cases to consider:
case 1: gates having a collector resistor;
case 2: some gates having, and others not having, a collector resistor;
case 3 : gates not having a collector resistor (i.e. having only a single external common collector resistor $R_{C C}$ ).


Fig. 2-17. Gate circuits with and without internal collector resistor $R_{C}$. (a) Three NAND gates (the FCH171 circuit), each with $R_{C}$, in Wired-Output. (b) Four NAND gates (the FCH131, 121 circuit), two with $R_{C}$ and two without, in Wired-Output. (c) Three NAND gates (the FCH151 circuit), all without $R_{C}$, in Wired-Output with a common collector resistor $R_{C C}$.

If all gates have an internal collector resistor (Fig. 2-17a), the maximum number of Wired-Output functions is limited by the available output current in the Low state (current $I_{Q L}$ ) of the driving gate.

If only some of the gates have an internal collector resistor (Fig. 2-17b) the maximum number of such gates is again determined by $I_{Q L}$. However, in this case there is also a minimum allowable number of gates having an internal collector resistor; this is determined by the voltage drop caused by leakage currents across the common (paralleled) collector resistors.

If none of the gates involved have an internal collector resistor (Fig. $2-17 c$ ), the Wired-Output configuration can be applied to a greater number of gates than in either of the other two cases. This is because the single common collector resistor $R_{C C}$ which is necessary, can be accurately chosen for the optimal value to suit the actual number of gates concerned.

Convenient methods of determining the permissible number of gates for each of the three cases are given below.
Case 1. (All gates contain an internal collector resistor.) Available fan-out of a single standard-temperature-range FC gate is 8 . This figure must, however, be reduced when employing Wired-Output to several gates, because the collector resistors are paralleled. The fan-out $N$ must be decreased by 1.15 (the ratio between $I_{Q L L \max } *$ and $I_{G L \max } *$ for each additional gate connected. The maximum gate output current $I_{Q L}$ should never be exceeded.

If only one of the transistors in the Wired-Output configuration conducts and all the loading gates need full gate current (the most unfavourable loading situation), the maximum allowable number of gates $(A)$ is given by:

$$
A<\frac{I_{Q L}-N I_{G L \max }}{I_{Q L L \max }}+1 .
$$

Values of $A$ for various values of $N$ are worked out in Table 2-2. The values are for the standard-temperature-range FC gates, using $I_{Q L}$, $I_{Q L L \text { max }}$ and $I_{G L \text { max }}$ values as given in the Data Sheets.

Table 2-2

| N | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 1 |

[^7]Case 2. (Some gates with and some without an internal collector resistor.) Gates without collector resistor do not load he driving gate(s), so that in this case a larger number of gates can be connected in the WiredOutput configuration.

The maximum number of internal- $R_{C}$ gates that may be connected is determined by $I_{Q L}$ (Low state output current), as in Case 1 .

The minimum number of internal- $R_{C}$ gates that may be connected is determined by the high output state of the driving gates. The total leakage current of outputs and inputs can cause such a voltage drop across the parallel collector resistors that the HIGH state noise margin $M_{H}$ is worsened. The minimum number of internal- $R_{C}$ gates $(A)$ is:

$$
A>\frac{\left(B I_{Q H \max }+N I_{G H \max }\right) R_{C_{\max }}}{V_{P \min }-\left(V_{G H}+M_{H}\right)}
$$

where $B=$ total number of Wired-Output gates (both internal- $R_{C}$ and non-internal- $R_{C}$ types);
$I_{Q H \text { max }}=$ maximum state gate output current;
$I_{G H \max }=$ maximum state gate input current;
$R_{C_{\text {max }}}=$ maximum value of an internal collector resistor;
$V_{P_{\text {min }}}=$ minimum supply voltage;
$V_{G H}=$ HIGH-state threshold voltage;
$M_{H}=$ HIGH-state d.c. noise margin.
Worst-case values occur at $75^{\circ} \mathrm{C}$, when $I_{Q H \text { max }}=70 \mu \mathrm{~A}$, $I_{G H \text { max }}=25 \mu \mathrm{~A}, R_{C \text { max }}=7 \mathrm{k} \Omega$, and $V_{G H}=2.1 \mathrm{~V}$.
$V_{P \text { min }}=5.7 \mathrm{~V} . M_{H}$ should be taken as 1.8 V .
Table 2-3 gives both minimum and maximum values of $A$ for various values of $B$ and $N$, assuming worst-case values for the other variables. Taking Fig. 2-18 as an example, assuming $B=7$ and $N=4$, it can be seen from Table 2-3 that a minimum of 3 and a maximum of 4 gates with internal $R_{C}$ can be connected in Wired-Output configuration.
Case 3. (Gates not having an internal collector resistor.) A further extension of the permissible number of gates in Wire-Output configuration can be achieved by using only gates without internal collector resistor. This necessitates the use of a common external collector resistor which then can be chosen to exactly suit the prevailing conditions.

If we substitute $R_{C C}$ for $R_{C \text { max }} / A$ in the expression for $A$ in Case 2 , the following expression is obtained:

$$
R_{C C} \leqslant \frac{V_{P \min }-\left(V_{G H}+M_{H}\right)}{B I_{Q H \max }+N I_{G H \max }} .
$$

Substituting actual data gives:

$$
R_{C C} \leqslant 1.8 /(0.07 B+0.025 N),
$$

where $R_{C C}$ is expressed in $k \Omega$.
The minimum value of $R_{C C}$ can be stated as:

$$
R_{C C} \geqslant \frac{V_{P}-V_{Q L \max }}{I_{Q L L \max }},
$$



Fig. 2-18. Wired-Output function involving gates both with and without $R_{C}$, to illustrate the terms used. (a) Logic diagram, and (b) electrical circuit.

Table 2-3

| maximum <br> number of | minimum and maximum numbers of internal $R_{C}$ gates for various values of N (number of driven gates) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| wired-output gates, $B$ | $\mathrm{N}=1$ | $\mathrm{N}=2$ | $\mathrm{N}=3$ | $\mathrm{N}=4$ | $\mathrm{N}=5$ | $\mathrm{N}=6$ | $\mathrm{N}=7$ | $\mathrm{N}=8$ |
| 1 | 11 | 11 |  |  | 11 |  |  |  |
| 2 | 12 | 12 | 12 | 12 | 12 | 22 |  |  |
| 3 | 13 | 13 | 23 | 23 | 23 | 22 |  |  |
| 4 | 24 | 24 | 24 | 24 | 23 | 22 |  |  |
| 5 | 25 | 25 | 25 | 24 | 23 | 22 |  |  |
| 6 | 26 | 26 | 25 | 24 | 33 |  |  |  |
| 7 | 27 | 36 | 35 | 34 | 33 |  |  |  |
| 8 | 37 | 36 | 35 | 34 | $3 \quad 3$ |  |  |  |
| 9 | 37 | 36 | 35 | 34 | 33 |  |  |  |
| 10 | 37 | 36 | 35 | 44 |  |  |  |  |
| 11 | 47 | 46 | 45 | 44 |  |  |  |  |
| 12 | 47 | 46 | $4 \quad 5$ | $4 \quad 4$ |  |  |  |  |
| 13 | 47 | 46 | 45 | 44 |  |  |  |  |
| 14 | 47 | 46 | 55 |  |  |  |  |  |
| 15 | 57 | 56 | $5 \quad 5$ |  |  |  |  |  |
| 16 | 57 | 56 | 5 5 |  |  |  |  |  |
| 17 | 57 | 56 | 55 |  |  |  |  |  |
| 18 | 57 | 66 |  |  |  |  |  |  |
| 19 | 67 | 66 |  |  |  |  |  |  |
| 20 | 67 | 66 |  |  |  |  |  |  |
| 21 | 67 | 66 |  |  |  |  |  |  |
| 22 | 77 |  |  |  |  |  |  |  |
| 23 | $7 \quad 7$ |  |  |  |  |  |  |  |
| 24 | $\begin{array}{ll}7 & 7\end{array}$ |  |  |  |  |  |  |  |
| 25 |  |  |  |  |  |  |  |  |

or alternatively:

$$
R_{C C} \geqslant \frac{V_{P}-V_{Q L \max }}{I_{Q L \max }-N\left|I_{G L \max }\right|}
$$

Substituting actual data then gives:

$$
R_{C C} \geqslant 5.9 /(16-1.8 N)
$$

where $R_{C C}$ is expressed in $\mathrm{k} \Omega$.
Table 2-4 gives the maximum and minimum values of $R_{C C}$ necessary for various values of $N$. The maximum value of $B$ for each case is also given.

Taking Fig. 2-18 as an example ( $B=7, N=4$ ), from Table 2-4 it can be seen that a common collector resistor $R_{\text {CC }}$ of value between $0.68 \mathrm{k} \Omega$ and $0.82 \mathrm{k} \Omega$ will be necessary if all the Wired-Output gates are to be non-internal- $R_{C}$ types. However, the table gives worst-case values ( $B=30$ ), and from the formula for $R_{C C}$ (maximum value) it appears that $R_{C C}$ can be a maximum of $3.0 \mathrm{k} \Omega$ when $B=7$.

Table 2-4

| maximum fan-out | value of common collector resistance |  | max. no. of Wired-Output gates, $B$ |
| :---: | :---: | :---: | :---: |
|  | $R_{C C}{ }^{*}$ (maximum) $\mathrm{k} \Omega$ | $R_{C C}{ }^{*}$ (minimum) $\mathrm{k} \Omega$ |  |
| 1 | 0.51 | 0.43 | 49 |
| 2 | 0.62 | 0.51 | 41 |
| 3 | 0.62 | 0.56 | 37 |
| 4 | 0.82 | 0.68 | 30 |
| 5 | 1.0 | 0.91 | 24 |
| 6 | 1.3 | 1.2 | 17 |
| 7 | 2.0 | 1.8 | 10 |
| 8 | 3.7 | 3.7 | 4 |

* The E24 standard range of resistors ( $\pm 5 \%$ ) is suitable.


## DYNAMIC CHARACTERISTICS

The propagation delay time of a circuit is affected in two ways when gates are connected in Wired-Output. Firstly, use of Wired-Output may save several stages of logic, and thus reduce overall propagation delay by several stage delays, as noted in "General". Secondly, the propagation delay of the stage itself may be reduced or increased by using WiredOutput. This second point is discussed further below, under the headings "rise propagation delay" and "fall propagation delay".

The typical rise propagation delay $t_{p d r}$ for various conditions can be found in Nomogram 2-1. The delays were measured with the aid of circuits similar to that of Fig. 2-19a, and are worst-case (i.e. only one of the connected gates in Wired-Output active and only one of the loading gates supplying current to the driving stage). The delay can be decreased by decreasing $R_{C C}$.


Nomogram 2-1. Rise propagation delays $t_{p d r}$ in gates of the FC family for various conditions.


Nomogram 2-2. Fall propagation delays $t_{p d f}$ in gates of the FC family for various conditions.


Fig. 2-19. Propagation delay measurement circuits for (a) $t_{p d r}$, and (b) $t_{p d f}$ (see Fig. 2.9).
Taking Fig. 2-19a as an example, with $B=7, N=4$ and $C_{w}=40 \mathrm{pF}$, we find from Nomogram 2-1 three values of $t_{p d r}$ as given in the list below.

If $A=3, t_{p d r}=41 \mathrm{~ns}$
If $A=4, t_{p d r}=33 \mathrm{~ns}$.
If all the gates in Wired-Output are non-internal- $R_{C}$ types (external collector resistor of $750 \Omega$ ), $t_{p d r}=25 \mathrm{~ns}$.

The typical fall propagation delay $t_{p d r}$ can be found from Nomogram 2-2. Circuits similar to that of Fig. 2-19b were used, with the most unfavourable drive and load conditions. The delay is decreased by increasing $R_{C C}$.

Again taking Fig. 2-19b as an example ( $B=7, N=4, C_{w}=40 \mathrm{pF}$ ), we obtain the following values for $t_{p d f}$.

If $A=3, t_{p d f}=38 \mathrm{~ns}$
If $A=4, t_{p d f}=40 \mathrm{~ns}$.
If all the gates in Wired-Output are non-internal- $R_{C}$ types $\left(R_{C C}=750\right.$ $\Omega), t_{p d f}=42 \mathrm{~ns}$.

### 2.1.5. EXPANDER INPUT DIODES AND UNUSED INPUTS

## Expander Input Diodes

Gates equipped with one or more "Expander" inputs - denoted $E$ in the terminology - make expansion of the fan-in of the gates an easy matter. No diode is incorporated in the $E$ inputs, so that an external diode must be added, one per extra input signal, as discrete components. In Fig. 2-20 two extra inputs $X$ and $Y$ have been added to the basic 4 -input NAND gate (as contained in the FCH121 for example). Output $Q$ is then equal to $\overline{A \cdot B \cdot C \cdot D \cdot X \cdot Y}$.


Fig. 2-20. Half of the FCH121 package, showing extra input signals $X$ and $Y$ connected to the expander input $E$ of the gate.

A special integrated circuit in the FC family, the Triple Gate Expander FCY101, has been developed for use with $E$ inputs of other gates. It contains three and gates (one 4-input and two 3-input) as shown in Fig. 2-21.

If separate diodes are to be used, type BAX13 is recommended. To reduce noise entry, it is advisable to mount the expander diodes or gate as close as possible to the expander input terminal.


Fig. 2-21. The FCY101 package, containing three AND gates.

## Unused Inputs

It will frequently be found that some gates in the system have one or more inputs which are not used. These inputs can either be left unconnected or connected to supply voltage (i.e. at HIGH). The former alternative is recommended, as with the latter method interference in the power supply may affect the gate. Another method is to connect an unused input to one or other used input of the gate, but this increases the gates propagation delay because of the extra diode capacitance of the unused input.

### 2.1.6 LINE DRIVERS (GATES WITH LARGE FAN-OUT)

FC family Line Drivers (FCH221, FCH231)
The types FCH101-FCH211 (FCH102-FCH212) have a guaranteed fan-out of 8 , and most of these will in practice have a larger capability. Nevertheless, the driving of many FC inputs at a time for example can require still larger fan-out, and to meet this requirement the "Line Driver" types FCH221 $\left(N_{a}=14\right)$ and FCH231 $\left(N_{a}=20\right)$ have been introduced. The inputs of these gates are matched (regarding input threshold voltage and current) to the outputs of the other circuits in the FC family; further information is contained in section 1.2.1.

## Discrete Component Line Driver

Even the Line Driver gates may not have sufficient output for some circuits however, as when triggering a large capacity shift register synchronously. In such cases a driver made up of discrete components, such as the circuit shown in Fig. 2-22, will be a solution. The fan-out capability


Fig. 2-22. "Heavy-duty" line driver circuit from discrete components.
can be varied by changing resistors $R_{1}$ and $R_{3}$. Table $2-5$ shows the quantity of various integrated circuits from the FC family which can be driven by the output of the heavy duty line driver. Table 2-6 gives the static and dynamic characteristics of the circuit (p. 40, 41).

Table 2-5 Quantity of ICs of any one type that can be driven by the heavy duty line driver.

| IC type and input to be driven |  | quantity that can be driven |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| type | input | $\begin{aligned} & R_{1}=3.9 \mathrm{k} \Omega \\ & R_{3}=470 \Omega \\ & \hline \end{aligned}$ | $\begin{aligned} & R_{1}=3.3 \mathrm{k} \Omega \\ & R_{3}=390 \Omega \end{aligned}$ | $\begin{aligned} & R_{1}=2.7 \mathrm{k} \Omega \\ & R_{3}=270 \Omega \\ & \hline \end{aligned}$ | $\begin{aligned} & R_{1}=2.2 \mathrm{k} \Omega \\ & R_{3}=220 \Omega \\ & \hline \end{aligned}$ |
| $\begin{aligned} & \text { FCH101 } \\ & \text { to FCH211 } \end{aligned}$ | G, E | 28 | 56 | 84 | 112 |
| FCJ101 | $\left\{\begin{array}{l}\text { J-K } \\ \mathrm{S} \\ \mathrm{T}\end{array}\right.$ | $\begin{array}{r} 28 \\ 14 \\ 8 \end{array}$ | $\begin{aligned} & 56 \\ & 28 \\ & 16 \end{aligned}$ | $\begin{aligned} & 84 \\ & 42 \\ & 24 \end{aligned}$ | $\begin{array}{r} 112 \\ 56 \\ 32 \\ \hline \end{array}$ |
| FCJ111, <br> FCJ201 | $\left\{\begin{array}{l}\text { J-K } \\ \mathrm{S} \\ \mathrm{T}\end{array}\right.$ | $\begin{aligned} & 28 \\ & 18 \\ & 14 \end{aligned}$ | $\begin{aligned} & 56 \\ & 36 \\ & 28 \end{aligned}$ | $\begin{aligned} & 84 \\ & 54 \\ & 42 \end{aligned}$ | $\begin{array}{r} 112 \\ 72 \\ 56 \\ \hline \end{array}$ |
| FCJ121, <br> FCJ131 <br> FCJ191, <br> FCJ211 | $\left\{\begin{array}{l}\text { J-K } \\ \mathrm{S} \\ \mathrm{T}\end{array}\right.$ | $\begin{array}{r} \hline 35 \\ 8 \\ 12 \end{array}$ | $\begin{aligned} & \hline 70 \\ & 16 \\ & 24 \end{aligned}$ | $\begin{array}{r} 105 \\ 24 \\ 36 \end{array}$ | $\begin{array}{r} \hline 140 \\ 32 \\ 48 \end{array}$ |

### 2.1.7 STABILITY CONSIDERATIONS

Many logic circuits require that several gates be connected in series. This is always permissible when driving the gates by pulses from other members of the FC family, but caution is necessary when the driving pulses are generated by an external source (for example the mains supply) having relatively long rise and fall times. In such cases the gates remain in the active linear region for a relatively long time, and if feedback is present, conditions exist which could cause oscillation upon a change of state.

We shall consider two cases:
(a) three NAND gates in series with capacitive feedback from output of the second to input of the first;
(b) four NAND gates in series with capacitive feedback from output of the third to input of the first.


Fig. 2-24. Three gates in series in a stability test.


In Fig. 2-23 the output voltage $V_{Q}$ is plotted against the input voltage $V_{G}$ of an odd number of gates. If $V_{G}$ is changed slowly between 0.8 V and 2.1 V (the linear amplifying region) and feedback is present, oscillations could occur before the output reaches a steady state.
Case $a$ : Three gates with capacitive feedback from the second to the first.
The test set-up is shown in Fig. 2-24. Capacitor $C_{1}$ simulates wiring capacitance. To obtain highest internal feedback the three gates are all on the same I.C. (in this case the FCH191). $R_{1}$ is the internal source resistance of the pulse generator. Rise time $t_{r}$ and fall time $t_{f}$ of the input signal (voltage magnitude $V_{\mathrm{i}}$ ) were adjusted to just give stable conditions for various values of $R_{1}$ with $C_{1}$ at 5 pF . The allowable times $t_{r}$ and $t_{f}$ can be found from the time gradients plotted in Figs 2-25a and $b$;


Fig. 2-25. Allowable rise and fall time gradients of the input pulse with respect to the value of $R_{1}$, with $C_{1}=5 p F$, (a) Rise time gradient $\mathrm{d} t / \mathrm{d} V_{i}$ vs. $R_{1}$; (b) fall time gradient $-\mathrm{d} t / \mathrm{d} V_{i}$ vs. $R_{1}$.

Table 2-6

| characteristics | $\begin{gathered} \text { condition: } \\ V_{P} \\ \hline \end{gathered}$ | symbol | fan-out $=28$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $0^{\circ} \mathrm{C}$ | $25^{\circ} \mathrm{C}$ | $75^{\circ} \mathrm{C}$ |
| Static characteristics (each gate) Low input current at $V_{G}=0.4 \mathrm{~V}$ <br> HIGH input current at $V_{G}=V_{Q H \text { min }}$; <br> other inputs at 0 V <br> Low output voltage at <br> Low output current <br> and all inputs at <br> high input voltage <br> HIGH output voltage; $R_{Q \Phi}=1 \mathrm{M} \Omega$ <br> HIGH output voltage drop with <br> loading ( $I_{Q}$ in $\mu \mathrm{A}$ ) <br> Low input voltage | $\begin{aligned} & 5.7 \mathrm{~V} \\ & 6.3 \mathrm{~V} \\ & 5.7 \mathrm{~V} \\ & \\ & \\ & 5.7 \mathrm{~V} \\ & 6.3 \mathrm{~V} \\ & \\ & 5.7 \mathrm{~V} \\ & 5.7 \mathrm{~V} \end{aligned}$ | $-I_{G L \text { max }}$ <br> $-I_{G L \text { max }}$ <br> $I_{G H \text { max }}$ <br> $V_{Q L \text { max }}$ <br> $I_{Q L \text { max }}$ <br> $I_{Q L \text { max }}$ <br> $V_{G H \text { min }}$ <br> $V_{Q H \text { min }}$ <br> $\Delta V_{Q H \text { max }}$ <br> $V_{G L \text { max }}$ | $\begin{aligned} & 1.38 \\ & 1.58 \\ & 1.0 \\ & \\ & 0.4 \\ & 49 \\ & 56 \\ & 2.4 \\ & 3.6 \\ & 0.04 I_{Q} \\ & \\ & 1.0 \end{aligned}$ | $\begin{gathered} 1.4 \\ 1.6 \\ 1.0 \\ \\ 0.4 \\ 46.2 \\ 53.2 \\ 2.2 \\ 3.7 \\ 0.04 I_{Q} \\ 1.0 \end{gathered}$ | $\begin{gathered} 1.42 \\ 1.61 \\ 25 \\ \\ 0.4 \\ 43.4 \\ 50.4 \\ 2.0 \\ 3.9 \\ 0.04 I_{Q} \\ \\ 1.0 \end{gathered}$ |
| Dynamic characteristics <br> time reference level <br> rise propagation delay* <br> fall propagation delay* <br> input capacitance (equivalent) <br> supply current <br> output Low <br> output HIGH <br> D.C. noise margin** <br> from FCH gate to line driver <br> from line driver to FCH gate | $\begin{aligned} & 6.0 \mathrm{~V} \\ & 6.0 \mathrm{~V} \\ & 6.0 \mathrm{~V} \\ & 6.0 \mathrm{~V} \\ & 6.0 \mathrm{~V} \\ & \\ & 5.7 \mathrm{~V} \\ & 5.7 \mathrm{~V} \\ & 5.7 \mathrm{~V} \\ & 5.7 \mathrm{~V} \end{aligned}$ | $V_{P d}$ <br> $t_{p d r}$ <br> $t_{p d f}$ <br> $C_{G}$ <br> $I_{P L}$ <br> $I_{P H}$ <br> $M_{L}$ <br> $M_{H}$ <br> $M_{L}$ <br> $M_{H}$ | 1.5 $\qquad$ $\qquad$  $\qquad$ - $\begin{aligned} & 0.6 \\ & 2.9 \\ & 0.6 \\ & 1.3 \end{aligned}$ | $\begin{gathered} 1.5 \\ 45 \\ 25 \\ 7 \\ 12 \\ 1.2 \\ \\ 0.6 \\ 3.1 \\ 0.6 \\ 1.5 \end{gathered}$ | $\qquad$ $\qquad$ $\qquad$ — <br> 0.6 <br> 3.3 <br> 0.6 $1.8$ |
| power consumption $\dagger(50 \%$ duty cycle) |  |  | - | 40 | - |

[^8]| fan-out $=56$ |  |  | fan-out $=84$ |  |  | fan-out $=112$ |  |  | unit |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0{ }^{\circ} \mathrm{C}$ | $25^{\circ} \mathrm{C}$ | $75{ }^{\circ} \mathrm{C}$ | $0{ }^{\circ} \mathrm{C}$ | $25^{\circ} \mathrm{C}$ | $75{ }^{\circ} \mathrm{C}$ | $0{ }^{\circ} \mathrm{C}$ | $25{ }^{\circ} \mathrm{C}$ | $75{ }^{\circ} \mathrm{C}$ |  |
| 1.63 | 1.65 | 1.67 | 2.0 | 2.02 | 2.04 | 2.45 | 2.47 | 2.49 | mA |
| 1.87 | 1.89 | 1.9 | 2.28 | 2.3 | 2.32 | 2.8 | 2.83 | 2.85 | mA |
| 1.0 | 1.0 | 25 | 1.0 | 1.0 | 25 | 1.0 | 1.0 | 25 | $\mu \mathrm{A}$ |
| 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | V |
| 98 | 92.4 | 86.8 | 147 | 138.6 | 130.2 | 196 | 184.8 | 173.6 | mA |
| 112 | 106.4 | 100.8 | 168 | 159.6 | 151.2 | 224 | 212.48 | 201.6 | mA |
| 2.5 | 2.2 | 2.0 | 2.5 | 2.3 | 2.1 | 2.6 | 2.4 | 2.2 | V |
| 3.6 | 3.7 | 3.9 | 3.6 | 3.7 | 3.9 | 3.6 | 3.7 | 3.9 | V |
| $0.04 I_{Q}$ | $0.04 I_{Q}$ | $0.04 I_{Q}$ | $0.04 I_{Q}$ | $0.04 I_{Q}$ | $0.04 I_{Q}$ | $0.04 I_{Q}$ | $0.04 I_{Q}$ | $0.04 I_{Q}$ | mV |
| 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | V |
| 1.5 | 1.5 | 1.5 | 1.5 | 1.5 | 1.5 | 1.5 | 1.5 | 1.5 | V |
| - | 60 | - | - | 75 | - | - | 90 | - | ns |
| - | 25 | - | - | 25 | - | - | 25 | - | ns |
| - | 7 | - | - | 7 | - | - | 7 | - | pF |
| - | 14 | - | - | 18 | - | - | 20 | - | mA |
| - | 1.4 | - | - | 1.8 | - | - | 2.0 | - | mA |
| 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | V |
| 2.8 | 3.1 | 3.3 | 2.8 | 3.0 | 3.2 | 2.7 | 2.9 | 3.1 | V |
| 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | 0.6 | V |
| 1.3 | 1.5 | 1.8 | 1.3 | 1.5 | 1.8 | 1.3 | 1.5 | 1.8 | V |
| - | 50 | - | - | 60 | - | - | 70 | - | mW |


(a)

(b)

Fig. 2-26. Oscillograms of the output signal in the three-gate test, with $\mathrm{d} t / \mathrm{d} V_{i}$ equal to $500 \mu \mathrm{~s} / \mathrm{V}$ (rising) ; (a) $C_{1}=5 \mathrm{pF}$; (b) $C_{1}=10 \mathrm{pF}$,

(a)

(b)

Fig. 2-27. Oscillograms of the output signal in the three-gate test, with $\mathrm{d} t / d V_{i}$ equal to $-150 \mu \mathrm{~s} / \mathrm{V}$ (falling); (a) $C_{1}=5 \mathrm{pF}$; (b) $C_{1}=10 \mathrm{pF}$.
they are different because the amount of feedback depends on the $\mathrm{d} t / \mathrm{d} V$ of the output of the second gate $\left(t_{f}<t_{r}\right)$. Figs $2-26 a$ and $b$ are oscillograms of the third gate output signal for $C_{1}=5 \mathrm{pF}$ and 10 pF respectively, with $\mathrm{d} t / \mathrm{d} V_{i}$ of the input signal equal to $500 \mu \mathrm{~s} / \mathrm{V}$ (rising). Figs $2-27 a$ and $b$ show the output for $C_{1}=5 \mathrm{pF}$ and 10 pF respectively, but with $\mathrm{d} t / \mathrm{d} V_{i}$ of input signal equal to $-150 \mu \mathrm{~s} / \mathrm{V}$ (falling).
Case $b$ : Four gates with capacitive feedback from the third to the first.
Fig. 2-28 shows the test set-up. With this configuration the feedback is negative.


Fig. 2-28. Four gates in series in a stability test.
Fig. 2-29a and $b$ show maximum rise and fall time gradients respectively, which cause no oscillation of the output, for various values of $R_{1}$. Figs 2-30a and $b$ show the output signal resulting from a rising input of $30 \mu \mathrm{~s} / \mathrm{V}\left(C_{1}=5 \mathrm{pF}\right.$ and 10 pF respectively), and Figs 2-31a and $b$ show the output for a falling input of $4,5 \mu \mathrm{~s} / \mathrm{V}\left(C_{1}=5 \mathrm{pF}\right.$ and 10 pF respectively).

In general, if the input time gradient $\mathrm{d} t / \mathrm{d} V_{i}$ exceeds $1 \mu \mathrm{~s} / \mathrm{V}$, an interface circuit such as the FCL101 (Level Detector) will be advisable.


Fig. 2-29. Allowable rise and fall time gradients of the input pulse with respect to the value of $R_{1}$, with $C_{1}=5 \mathrm{pF}$; (a) rise time gradient $\mathrm{d} t / \mathrm{d} V_{i}$ vs. $R_{1}$; (b) fall time gradient $-\mathrm{d} t / \mathrm{d} V_{i}$ vs. $R_{1}$.


Fig. 2-30. Oscillograms of the output signal in the four-gate test, with $\mathrm{d} t / \mathrm{d} V_{i}$ equal to $30 \mu s / V$ (rising); (a) $C_{1}=5 \mathrm{pF}$; (b) $C_{1}=10 \mathrm{pF}$.


Fig. 2-31. Oscillograms of the output signal in the four-gate test, with $\mathrm{d} t / \mathrm{d} V_{i}$ equal to $-4.5 \mu \mathrm{~s} / V$ (falling), (a) $C_{1}=5 p F$; (b) $C_{1}=10 p F$.

### 2.1.8 NOISE CONSIDERATIONS

The FC family gates are relatively insensitive to noise because of the extra diodes inserted between the input and the transistor base. The diodes raise the voltage level which must be applied at the input before the transistor conducts, i.e. before its output switches to Low.

Nevertheless, high noise levels in the system may cause undesired switching of gates. We can consider noise as falling into one of two categories, "line" or "ground", and these are now discussed further.

Line noise occurs in the interconnection between the output of a driving gate and the input of the driven gate, the situation being shown in Fig. $2-32$. We shall use this to define the noise margin $M$.


Fig. 2-32. Circuit for testing the influence of line noise (noise occurring on gate interconnections).

Two conditions are possible. The first is that gate $A$ output is Low and so of course must gate $B$ input. The noise margin $M_{L}$ is the maximum voltage on the interconnection between $A$ and $B$ that will just not cause gate $B$ to switch to the HIGH state. It is given by:

$$
M_{L}=\left|V_{G L \max }-V_{Q L \max }\right|,
$$

where $V_{G L \text { max }}$ is the maximum Low input voltage to $B$, $V_{Q L \max }$ is the maximum low output voltage from $A$.
Substituting worst case values ( $V_{G L \text { max }}=0.8 \mathrm{~V}, V_{Q L \text { max }}=0.4 \mathrm{~V}$ ) gives a value of 0.4 V for $M_{L}$.

The second condition is that gate $A$ output (and thus gate $B$ input) is high. The noise margin $M_{H}$ is the maximum voltage on the interconnection between $A$ and $B$ that will just not cause gate $B$ to switch to the Low state. $M_{H}$ can be expressed as:

$$
M_{H}=\left|V_{Q H \text { min }}-N_{a} I_{G H \text { max }} R_{C \text { max }}-V_{G H \text { min }}\right|,
$$

where $V_{Q H \text { min }}=$ minimum output HIGH voltage from $A$ (unloaded), 5.3 V
$N_{a} \quad=$ fan-out (maximum of 8)
$I_{G H \max }=$ maximum input HIGH current of $B$ (diode leakage), $25 \mu \mathrm{~A}$
$R_{C \text { max }}=$ maximum collector resistance of $A, 7 \mathrm{k} \Omega$
$V_{G H \text { min }}=$ minimum input HIGH voltage of $B, 2.1 \mathrm{~V}$.
With these values substituted, $M_{H}=1.8 \mathrm{~V}$.
Ground noise is noise appearing in the line connecting the 0 V or ground pin ( $\varnothing$ ) of gate $A$ to the common ( 0 V ) point (see Fig. 2-33). The two possibilities are that gate $A$ transistor is either heavily or lightly saturated. When heavily saturated, ground noise has little effect, and cannot drive the transistor out of saturation. In this circumstance the ground noise immunity is equal to the Low line noise margin $M_{L}$.


Fig. 2-33. Circuit for testing the influence of ground noise (noise entering the gate via the $0 V$ or ground connection).

If the transistor is only lightly saturated, ground noise may drive it out of saturation and into the linear amplification region. The transistor then operates as an active device and large voltage changes may appear at the output, expecially at low $V_{P}$ and low temperatures. It is thus recommended to design logic circuitry in such a way as to minimize the length of ground connection lines.

### 2.2 Flip-Flops

The flip-flop*, a bistable element, finds application in most logic circuits and indeed plays a predominant role in sequential logic. There are eight

[^9]types in the FC family, distinguished by the type letters FCJ followed by three digits. Section 2.2.1 discusses basic flip-flop design, and sections 2.2 .2 to 2.2 .5 describe the individual flip-flops in the FC family.

### 2.2.1 PRINCIPLES OF OPERATION

## The S-R Flip-Flop

The simplest way of making the flip-flop is to cross-couple two logic gates, and this has been shown in Fig. 2-34 using two or gates. The outputs $Q_{1}$ and $Q_{2}$ are dependent on the inputs $S_{1}$ and $S_{2}$ in the way described by the function table of Table 2-7.


Fig. 2-34. A simple flip-flop formed from two cross-coupled gates, commonly named the "set-reset" or $S$-R flip-flop.

Table 2-7 S-R Flip-Flop Function Table

| $S_{1}$ | $S_{2}$ | $Q_{1}$ | $Q_{2}$ |
| :---: | :---: | :---: | :---: |
| L | H | H | L |
| H | L | L | H |
| L | L | H | H |
| H | H | no change |  |

The outputs can be set in any combination, except double $L$, by suitable levels at $S_{1}$ and $S_{2}$. However for binary logic only two combinations are necessary: $Q_{1}=\mathrm{L}, Q_{2}=\mathrm{H}$ and $Q_{1}=\mathrm{H}, Q_{2}=\mathrm{L}$. A convenient property of flip-flops is that if $S_{1}$ and $S_{2}$ are both brought to HIGH, the outputs do not change state. If however $S_{1}$ (say) is then changed from H to $\mathrm{L}, Q_{1}$ will go H and $Q_{2}$ to L , and vice-versa if $S_{2}$ is changed. We could consider the $S_{1}=S_{2}=\mathrm{H}$ condition as the normal, non-activated condition, and changing $S_{1}$ to L (making $Q_{1}=\mathrm{H}, Q_{2}=\mathrm{L}$ ) as a "setting" action. Similarly, changing $S_{2}$ to $\mathrm{L}\left(Q_{1}=\mathrm{L}, Q_{2}=\mathrm{H}\right)$ could be considered as a "resetting" action.

If the outputs of this flip-flop circuit are needed to drive the inputs of a second flip-flop and so on, then the contents of the first (whether $Q_{1}=\mathrm{H}, Q_{2}=\mathrm{L}$ or $\left.Q_{1}=\mathrm{L}, Q_{2}=\mathrm{H}\right)$ will be entered into the others. To enable other information - any combination of Highs and Lows to be written into any desired flip-flop, the circuit of Fig. 2-35 could be used instead of Fig. 2-34. This has an extra input $T$ (trigger) which is brought to H only at the instant it is desired to set or reset the circuit.


Fig. 2-35. A flip-flop circuit with triggering possibility.
Normally it is left at L. Points $A$ and $B$, which correspond exactly with inputs $S_{1}$ and $S_{2}$ in Fig. 2-34 determine the output levels; in Boolean algebra this can be expressed:

$$
\begin{aligned}
& \overline{T \cdot S}_{1}=\bar{T}+\bar{S}_{1}=A . \\
& \overline{T \cdot S_{2}}=\bar{T}+\bar{S}_{2}=B .
\end{aligned}
$$

$A$ and $B$ will remain at high as long as $T$ remains at low level, no matter what levels $S_{1}$ and $S_{2}$ are at. Only when $T=\mathrm{H}$ can $S_{1}$ and $S_{2}$ influence the outputs.

In a chain of such flip-flops, assume that the input of the first is (say) $S_{1}=\mathrm{L}, S_{2}=\mathrm{H}$. Then $Q_{1}=\mathrm{L}$ and $Q_{2}=\mathrm{H}$ after the trigger pulses, this appears at the inputs $S_{1}$ and $S_{2}$ of the second flip-flop in the chain. Applying a trigger pulse to this second flip-flop causes its outputs to assume the levels $Q_{1}=\mathrm{L}, Q_{2}=\mathrm{H}$. In this way a shift register could be made, but requiring the trigger pulse to be delivered separately to each $T$ input.

Fig. 2-37 shows the block diagram of the "master-slave" type of flipflop that is not afflicted with this drawback*. The trigger pulse at $T$ in Fig. 2-37 activates the master flip-flop $M$ directly and the slave flip-flop $S$ indirectly via the inverter $I$. As long as there is no trigger pulse ( $T=$

[^10]

Fig. 2-36. A flip-flop incorporating delay elements $D$ which ensure that the outputs only assume the states dictated by the inputs after the trigger pulse has returned to LOW level.


Fig. 2-37. Block diagram of the typical "master-slave" flip-flop.
L) $M$ remains inactive and $S_{1}$ and $S_{2}$ may change without influencing the outputs $Q_{1 M}$ and $Q_{2 M}$. Due to the inverter however, $\bar{T}=\mathrm{H}$ and forces $Q_{1}$ and $Q_{2}$ (slave outputs) to take over the states $Q_{1 M}$ and $Q_{2 M}$ respectively.

Fig. 2-38 shows an arrangement using the master-slave principle; this is actually the basic circuit of some of the flip-flops in the FC family.


Fig. 2-38. Typical master-slave flip-flop circuit.

The function table of the master is given in Table 2-8.
Table 2-8 Input|Output Function Table for the Master-Slave Flip-Flop

| $S_{1}$ | $S_{2}$ | $Q_{1 M}$ | $Q_{2 M}$ |
| :---: | :---: | :---: | :---: |
| L | H | L | H |
| H | L | H | L |
| H | H | H | H |
| L | L | no change |  |

The operation of the master-slave flip-flop is now described with the aid of Table 2-9. This table indicates the logic levels present at various points in the circuit at three times, i.e. before, during and after application of a HIGH trigger pulse to $T$. It is assumed that $S_{1}=\bar{S}_{2}$.

Table 2-9 Complete Function Table of the Master-Slave Flip-Flop


* see Table 2-8.
** see Table $2-7$.

Table 2-9 shows that finally the outputs $Q_{1}$ and $Q_{2}$ assume the levels of $S_{1}$ and $S_{2}$ respectively, that is, no inversion takes place. To sum up the operation of this circuit, the binary information at $S_{1}$ and $S_{2}$ is transferred during the time that input $T$ is at HIGH to the outputs $Q_{1 M}$ and $Q_{2 M}$, and when $T$ goes to Low again the slave outputs $Q_{1}$ and $Q_{2}$ take over the information.

## The "D" Flip-Flop

The circuits discussed so far are commonly termed " $S$-R flip-flops" (having a Set and a Reset terminal). This principle of operation is used again in the so-called " $D$ flip-flop" shown in the block diagram of Fig. 2-39. The FF block in this diagram is simply the S-R flip-flop of Fig. 2-38. The inverter connected between $S_{1}$ and $S_{2}$ ensures that $S_{1}=\bar{S}_{2}$,
meaning that a HIGH applied to $D\left(=S_{1}\right)$ will set the flip-flop to $Q_{1}=\mathrm{H}$, $Q_{2}=\mathrm{L}$ (after a trigger pulse on $T$ ) and a Low applied to $D$ will reset it to $Q_{1}=\mathrm{L}, Q_{2}=\mathrm{H}$.


Fig. 2-39. Block diagram of the typical "D" flip-flop.


Fig. 2-40. Typical "J-K" flip-flop circuit, based on the flip-flop with delay elements shown in Fig. 2-36 (type FCJIO1 uses this configuration).

## The J-K Flip-Flop

A disadvantage inherent in $S$ - $R$ flip-flops is that if $S_{1}$ and $S_{2}$ are both brought to HIGH level then the output levels may not be defined after a change in input levels. Apart from the $D$ flip-flop, a solution is to use "crossed feedback", as shown in the circuit of Fig. 2-41 (modified Fig. 2-38). Two other inputs $J$ and $K$ are provided in this circuit, commonly called a " $J$ - $K$ flip-flop". The original $S_{1}$ and $S_{2}$ inputs are retained, but now directly connected to master and slave sections, in order to set the circuit in one or other condition before the logic operation is commenced. Normally $S_{1}$ and $S_{2}$ will be held at HIGH or left floating; bringing $S_{1}$ to Low sets $Q_{1}=\mathrm{H}, Q_{2}=\mathrm{L}$; and bringing $S_{2}$ to Low resets $Q_{1}=\mathrm{L}$, $Q_{2}=\mathrm{H}$, overriding any other input signals which may be present. We now have three types of input terminals: direct set inputs $S_{1}$ and $S_{2}$, preparatory inputs $J$ and $K$, and the trigger input $T$.


Fig. 2-41. Typical "J-K" flip-flop, based on the "master-slave" flip-flop of Fig. 2-38 (types FCJ121, FCJ131, FCJ191 and FCJ211 use this principle).

The function table of Table 2-10 describes the operation of the circuit of Fig. 2-41.

Table 2-10 Function Table for the Flip-Flop of Fig. 2-41

| input levels |  | output levels after triggering |  |
| :---: | :---: | :---: | :---: |
| $J$ | $K$ | $Q_{1}{ }^{n+1}$ | $Q_{2}{ }^{n+1}$ |
| L | H | L | H |
| H | L | H | L |
| H | H | $\bar{Q}_{1}{ }^{n}$ | $\bar{Q}_{2}{ }^{n}$ |
| L | L | $Q_{1}{ }^{n}$ | $Q_{2}{ }^{n}$ |

In the table the superscripts $n+1$ and $n$ denote the post- and pretriggering states respectively. When $J=K=\mathrm{H}$, the output levels assume the inverse to those prevailing before the trigger pulse. The operation of a $J$ - $K$ flip in this situation is often termed a "toggle" action.

The $J$ - $K$ flip-flops of Fig. 2-40 (compare Fig. 2-36) and 2-41 are of the "volatile" and "non-volatile" memory types respectively. This will be elucidated further.

In the flip-flop of Fig. 2-40, the "volatile memory" type, the levels of the $J$ and $K$ inputs may vary and still have no effect on the output up to a certain time before $T$ goes to Low. After this time the outputs will be governed by the inputs, as given in Table $2-10$.

In the flip-flop of 2-41 however (the "non-volatile" type), there are two combinations of $J-K$ levels which, if applied before and during a certain minimum time before $T$ goes to Low, will cause the outputs not to change state.

These "no-change" combinations are:

$$
\begin{array}{ll}
J=0 & K=0 \\
J=Q_{1}{ }^{n}, & K=\overline{Q_{1}{ }^{n} .}
\end{array}
$$

$Q_{1}{ }^{n}$ is the $Q_{1}$ output level just before applying the trigger signal $T=\mathrm{H}$. Two other combinations can cause the outputs to change when $T$ goes to Low; these "change" combinations are:

$$
\begin{array}{ll}
J=1 & K=1 ; \\
J=\overline{Q_{1}{ }^{n}}, & K=Q_{1}{ }^{n}
\end{array}
$$

When any one of the four combinations is present during the whole of the time $T$ is at HIGH, the outputs will assume the states dictated by the combination. If the combination is changed during this time however, the output levels are not so easily predictable. Let us examine what happens in the following case.

Assume that a "no-change" combination is presented to the $J-K$ inputs when $T$ goes to High, and that a "change" combination replaces it previous to the critical time before $T$ goes to low. The master flip-flop will change state and the slave outputs will follow. If it was indeed the intention to produce a change, then this "last moment" change of $J-K$ combination was all that was necessary. If the intention is that no change is to occur however, the "no-change" combination must be applied to the $J-K$ inputs previous to a certain minimum time before the trigger signal, i.e. before $T$ goes to HIGH, and remain until a certain minimum time before $T$ returns to Low.

The $J$ - $K$ flip-flops can be further modified so that it can be triggered on the $J$-K inputs with $T$ held at HIGH; the block diagram for this type is given in Fig. 2-42. There are three modes of operation possible: $J$ and $K$ connected and used as a trigger input will cause a toggle operation; bringing $J$ from high to Low will set the outputs to $Q_{1}=\mathrm{H}, Q_{2}=\mathrm{L}$; and bringing $K$ from high to Low will reset the outputs to $Q_{1}=\mathrm{L}$,


Fig 2-42. Block diagram of special $J-K$ flip-flop. This type can be triggered on the $J$ and $K$ inputs as well as on the normal $T$ input.
$Q_{2}=\mathrm{H}$. In the latter two cases, the output levels stated will be attained irrespective of the level of the $K$ or the $J$ input (respectively). The $X$ input in Fig. 2-42 is an internal connection. It is the output of the gate shown in the centre of the circuit diagram of Fig. 2-43, where $X=\overline{J \cdot Q_{2}} \cdot \overline{K \cdot Q_{1}}$. Both the master and the slave flip-flops operate according to Table 2-11, $S_{1}{ }^{\prime}$ and $S_{2}{ }^{\prime}$ in the table being equivalent to $J \cdot Q_{2}$ and $K \cdot Q_{1}$ respectively for the master, or $X \cdot Q_{1 M}$ and $X \cdot Q_{2 M}$ respectively for the slave. The circuit is completely symmetrical, and the following description of operation for the $J$ terminal also applies to the $K$ terminal. Table $2-11$ gives the four possibilities for $J$ to go from $H$ to $L$ under the various conditions of $K$ and $Q_{1}$.


Fig. 2-43. Circuit diagram of the special J-K flip-flop of Fig. 2-42 (types FCJ111 and FCJ201 are based on this configuration).

Table 2-11 Function Table, Flip-Flop of Fig. 2-43

| $J$ | $K$ | $Q_{1}$ | $S_{1}{ }^{\prime}$ | $S_{2}{ }^{\prime}$ | $X$ | $Q_{1 M}$ | $Q_{2 M}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| H | L | L | H | L | L | L | H |
| L | L | L | L | L | H | $\left.{ }^{*}\right)$ | $\left.{ }^{*}\right)$ |
| H | H | L | H | L | L | L | H |
| L | H | L | L | L | H | $\left.{ }^{*}\right)$ | $\left.{ }^{*}\right)$ |
| H | L | H | L | L | H | $\left.{ }^{*}\right)$ | $\left.{ }^{*}\right)$ |
| L | L | H | L | L | H | $\left.{ }^{*}\right)$ | $\left.{ }^{*}\right)$ |
| H | H | H | L | H | L | H | L |
| L | H | H | L | H | L | H | L |

*) indeterminate
In the first possibility, $J$ going from H to L will force $Q_{1}$ from L to H , because when $J=\mathrm{H}$, the master output is $Q_{1 M}=\mathrm{L}, Q_{2 M}=\mathrm{H}$. This is maintained when $J=\mathrm{L}$, because the master output is insensitive to
changes in that position. In addition $X=\mathrm{H}$, enabling the slave to take over the inverse output of the master, i.e. $Q_{1}=\mathrm{H}, Q_{2}=\mathrm{L}$.

In the second possibility, $K$ being at H level has no effect on the operation, and the results are the same.

In the third possibility, $K$ remains at Low and $Q_{1}$ starts at high. $J$ changing from H to L causes no change in the master outputs and therefore no change in the slave, $Q_{1}$ thus remaining at High.

The fourth possibility also causes no change in the master. The $X$ signal being at low prevents the slave from taking over the inverse information from the master, and so $Q_{1}$ does not change level.

Sections 2.2 .2 to 2.2 .5 give the more important data concerning the actual flip-flop types included in the FC family, based on the types described above.

### 2.2.2 type description: FCJ121, FCJ131, FCJ191 and FCJ211

## (Dual J-K Master-Slave Flip-Flop)

Each type in this series comprises two independent direct-coupled $J-K$ flip-flops operating on the master-slave principle. Operation depends on voltage levels at the inputs only. Set inputs (if applicable) are active at sow level.

Table 2-12 lists the kind and number of inputs characterizing each of the four types.

Table 2-12

| package <br> type | $J$ inputs |  | $K$ inputs |  | set inputs$\left(S_{1}, S_{3}\right)$ |  | set inputs $\left(S_{2}, S_{4}\right)$ | $T$ inputs |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { 2nd } \\ \text { FF } \end{gathered}$ |  | $\begin{gathered} \text { 2nd } \\ \text { FF } \end{gathered}$ |  | $\begin{aligned} & \text { 2nd } \\ & \text { FF } \end{aligned}$ | $\begin{array}{cc} \text { 1st } & 2 \mathrm{nd} \\ \text { FF } & \text { FF } \end{array}$ |  | 2nd <br> FF |
| FCJ121 |  | 2 | 1 | 1 | 0 | 0 | common | 1 |  |
| FCJ131 | 1 | 1 | 1 | 1 | 0 | 0 | 11 | 1 | 1 |
| FCJ191 |  | 2 | 1 | 1 | 1 | 1 | common | 1 |  |
| FCJ211 | 1 | 1 | 1 | 1 | 1 | 1 | common | com | non |

Figs 2-46, 2-47, 2-48 and 2-49 give the diagrams relevant to the four types.

Table 2-13 illustrates the output states of the first flip-flop which result upon $T$ going Low. (Information is transferred to the master from the
$J$ - $K$ inputs when $T$ is high.) Set inputs where available must be high or floating. A similar table is valid for the second flip-flop, but where two $J$ inputs are available, the effect on the flip-flop input is logical-AND or, symbolically, $J_{2} \cdot J_{3}$.

Table 2-13

| $J$ | $K$ | $Q_{1}\left(Q_{3}\right)$ | $Q_{2}\left(Q_{4}\right)$ |
| :---: | :---: | :---: | :---: |
| L | H | L | H |
| H | L | H | L |
| L | L | no change |  |
| H | H | reversed |  |

The action of the Set $\left(S_{1}, S_{3}\right)$ and $\left(S_{2}, S_{4}\right)$ inputs is shown in Table 2-14. Logic levels of the other inputs are immaterial.

Table 2-14a Function Table for Set Inputs of Type FCJ121, FCJ131 Flip-Flops

| $S_{2}\left(S_{4}\right)$ | $Q_{1}\left(Q_{3}\right)$ | $Q_{2}\left(Q_{4}\right)$ |
| :---: | :---: | :---: |
| L | $\mathrm{L} \quad \mathrm{H}$ |  |
| H | no change |  |

Table 2-14b Function Table for Set Inputs of Type FCJ191, FCJ211 Flip-Flops

| $S_{1}\left(S_{3}\right)$ | $S_{2}$ | $Q_{1}\left(Q_{3}\right)$ | $Q_{2}\left(Q_{4}\right)$ |
| :---: | :---: | :---: | :---: |
| H | L | L | H |
| L | H | H | L |
| L | L | H | H |
| H | H | no change |  |

### 2.2.3 TYPE DESCRIPTION: FCJ111 AND FCJ201

(Single J-K Master-Slave Flip-Flops)
This type of flip-flop operates on the master-slave principle. Operation depends on voltage levels only, i.e. rise and fall times of all input signals, including the trigger signal, are immaterial. The $J, K$ and $T$ inputs are logically equivalent, allowing the use of $J$ and $K$ for triggering. The Set inputs, which override the other inputs, are active at Low.

The FCJ111 has a single $J$ and a single $K$ input, while the FCJ201 is provided with and input gates giving three $J$ and three $K$ inputs. For the FCJ201, the three $J$ or $K$ gate inputs must all be HIGH before the relevant $J$ or $K$ flip-flop input can be considered as being high.

Figs 2-44a, $b$ and $c$ show the logic, pin layout and numbering, and block diagrams respectively for the FCJ111. Figs $2-45 a, b, c$ show the diagrams for the FCJ201.

Table 2-15 shows how information on the $J$ and $K$ terminals is transferred to the outputs $Q_{1}$ and $Q_{2}$ when $T$ goes Low. Set inputs $S_{1}$ and $S_{2}$ should be HIGH or floating.

Table 2-15 Function Table, Type FCJ111 and FCJ201 Flip-Flops.

| $J$ | $K$ | $Q_{1}{ }^{n+1}$ | $Q_{2}{ }^{n+1}$ |
| :---: | :---: | :---: | :---: |
| L | H | L | H |
| H | L | H | L |
| L | L | no change <br> reversed |  |
| H | H |  |  |



Fig. 2-44. The FCJIII flip-flop. (a) Logic; (b) pin layout and numbering; (c) block diagram.

(c) block diagram.

(c) block diagram.

(a)


Fig. 2-48. The FCJ191 flip-flop. (a) Logic; (b) pin layout and numbering; (c) block diagram.

(c)

(b)

Fig. 2-49. The FCJ211 flip-flop. (a) Logic;
(b) pin layout and numbering; (c) block diagram.
(c)


### 2.2.4 TYPE DESCRIPTION: FCJ101

(Single J-K Flip-Flop)
The type FCJ101 is a $J$ - $K$ flip-flop which is triggered at the falling edge of a voltage applied to the $T$ input. The Set and Reset inputs, which override all other inputs, are active at Low level. Both flip-flop inputs are preceded by and gates, providing three $J$ and three $K$ inputs. Figs. $2-50 a, b$ and $c$ show the logic, pin numbering, and block diagrams for the FCJ101.

Table 2-16 shows the output states which result when $T$ goes Low (information on $J$ and $K$ applied when $T$ was HIGH). $S_{1}$ and $S_{2}$ should be HIGH or floating. In this table, $J$ is the logical AND of $J_{1} \cdot J_{2} \cdot J_{3}$ (similarly $K=K_{1} \cdot K_{2} \cdot K_{3}$ in Boolean algebra).

Table 2-16

| $J$ | $K$ | $Q_{1}{ }^{n+1}$ | $Q_{2}{ }^{n+1}$ |
| :---: | :---: | :---: | :---: |
| L | H | L | H |
| H | L | H | L |
| L | L | no change |  |
| H | H | reversed |  |

The setting and resetting action of $S_{1}$ and $S_{2}$ respectively is illustrated in Table 2-17. Logic levels of the other inputs are immaterial.


Fig. 2-50. The FCJI01 flip-flop. (a) Logic; (b) pin layout and numbering; (c) block diagram.

Table 2-17

| $S_{1}$ | $S_{2}$ | $Q_{1}$ | $Q_{2}$ |
| :---: | :---: | :---: | :---: |
| H | L | L | H |
| L | H | H | L |
| L | L | H | H |
| H | H | no change |  |

## (Quadruple Latch Flip-Flop)

The FCJ221 package contains four flip-flops which are triggered by a common $T$ input. One input ( $D$ ) per flip-flop is available. The mode of operation is as follows, taking the top flip-flop as an example. When $T$ goes HIGH, the information present at $D_{1}$ just before the time of transition is retained at $Q_{2}$ (and the inverse at $Q_{1}$ ) until $T$ goes Low again. $D$ cannot influence the outputs when $T$ is high. As long as $T$ is Low, output $Q_{2}$ will follow any level changes at input $D_{1}$. Operation of the other three flip-flops is similar to the above; note that $\operatorname{Trigger}(T)$ and Set $\left(S_{2}\right)$ signals are common to all. Resetting can be done by applying a Low signal to input $S_{2}$. The principle of operation differs from that discussed in section 2.2.1.

Figs $2-51 a$ and $b$ show the relevant diagrams for the FCJ221.


Fig. 2-51. The FCJ221 flip-flop. (a) Block diagram; (b) pin layout and numbering.

### 2.3 Miscellaneous Types

In this section are grouped the members of the FC family of integrated
circuits which fall under neither "gates" nor "flip-flops". There are seven such members:

- the 5-bit Comparator, FCH281;
- the 10-bit Parity Checker, FCH291;
- the Decoder Circuit, FCH301;
- the Asynchronous Decade, FCJ141;
- the Level Detector, FCL101;
- the Numerical Indicator Tube Driver, FCL111;
- the Monostable Multivibrator, FCK101.

The seven circuits are discussed further in the following sections.

### 2.3.1 the 5 -bit comparator, FCH281

Figs $2-52 a$ and $b$ show the relevant diagrams respectively. The FCH281 gives a HIGH output signal if two 5 -bit binary words presented to its inputs are not equal. It can thus be used for checking errors made when punching data into tape, for example.

Corresponding bits of the same significance in each word are presented to the inputs which each Exclusive-or gate has, there being five such Exclusive-OR gates. The outputs are applied to an OR-gate, whose output will only become high if the inputs to one or more Exclusive-or gates are unequal. A final and gate allows the result to appear at the output terminal of the circuit after application of a strobing signal to a second input of this AND gate.


Fig. 2-52. The 5-bit Comparator, FCH281. (a) Logic; (b) pin layout and numbering.

### 2.3.2 the 10 -bit parity checker, FCH291

The diagrams are shown in Figs $2-53 a$ and $b$ respectively.
The function of the FCH291 is to determine whether the number of " 1 "s in a 10 -bit word is odd or even. If odd, the output will be at HIGH level if the other input terminal to the and gate is at high. The circuit is useful in the detection of errors in transmitted data.


Fig. 2-53. The 10-bit Parity Checker, FCH291. (a) Logic; (b) pin layout and numbering.

### 2.3.3 the decoder circuit, FCH301

This is a fast binary-to-decimal decoder, formed from 18 gate and inverter functions. Its diagrams are shown in Figs 2-54a and $b$.

The decoder accepts 1-2-4-8 coded input combinations. Only the decoded output is at Low, the other nine remaining at high. If an input combination is not included in the $1-2-4-8$ code, all outputs remain at HIGH.


Fig. 2-54. The Decoder Circuit, FCH301. (a) Block diagram; (b) pin layout and numbering.

### 2.3.4 The asynchronous decade, FCJ141

Figs $2-55 a$ and $b$ depict the logic diagram and terminal numbering respectively. The FCJ141 has a 1-2-4-8 coded output.

The counter is designed so that it will return to a legitimate state in a maximum of two clock pulses after having been forced by interference into an illegitimate combination*. The counter proceeds as follows. If forced to combination 10 , it will go to 11 on the next clock pulse and to 4 on the next. If forced to 12 , it will go to 13 , then 4 . If forced to 14 , it will go to 15 , then 0 .

Maximum clock rate for the FCJ141 is 5 MHz .

(b)

Fig. 2-55. The Asynchronous Decade, FCJ141. (a) Block diagram; (b) pin layout and numbering.

### 2.3.5 the level detector, FCL101

The FCL101 circuit diagram and terminal numbering are shown in Fig. $2-56 a$ and $b$. The FCL101 is a non-inverting Schmitt trigger circuit which changes state abruptly whenever the input signal exceeds specific d.c. triggering levels. These triggering levels can be adjusted externally either by choice of suitable resistor or, if very low hysteresis levels are required, by a voltage reference diode. Applications for the FCL101 are in the discrimination, restoration and shifting of signal levels, and the squaring of waveforms. A brief description of operation is given below.

The circuit of Fig. 2-56a shows the integrated circuit itself. Two external resistors are, however, necessary with the circuit. One resistor must be connected between pins 8 and 4 (output and common respectively); this adjusts the output level to that required for the following circuit elements. The other is to be connected between pins 10 and 4 (input and output

[^11]
(a)

(b)

Fig. 2-56. The Level Detector, FCL101. (a) Circuit; (b) pin layout and numbering.
transistor emitters and common respectively); this governs the amount of positive feedback. Because of this positive feedback the circuit displays negative input resistance for certain parts of the input characteristic, as shown in Fig. 2-57. Hysteresis in the output is also strongly affected by the value of feedback resistance, as shown in Fig. 2-58. The hysteresis at $D, \Delta V_{E t}$, can be expressed approximately as:

$$
\Delta V_{E t} \approx A R_{f b}-B R_{f b}^{2}, \text { (eq. 2.3.5) }
$$

where $R_{f b}$ is the feedback resistance, and A and B are constants dependent on the particular circuit.


Fig. 2-57. The input characteristie of the FCL101, for four values of feedback resistor $R_{f b}$ connected between pins 10 and 4. (-.-.-. calculated curve).


Fig. 2-58. Hysteresis $\Delta V_{E t}$ as a function of feedback resistor $R_{f b}$.

Fig. 2-59 shows the input/output characteristic. Further information about the FCL101 may be found in our publication "Hysteresis and Negative Feedback Resistance in the Schmitt Trigger" (ordering code 9399304 84401), and "Considerations on Schmitt Trigger Level Detectors" (ordering code 939930484201 ).


Fig. 2-59. Input-output characteristic of the FCL101 (calculated curves).

### 2.3.6 THE NUMERICAL INDICATOR TUBE DECODER/DRIVER, FCL111.

The FCL111 contains a decoder which accepts NBCD, Aiken or Excessthree coded signals, followed by ten output driver stages which can be used for either normal or dynamic drive of numerical indicator tubes such as the ZM1000, ZM1020 or ZM1080. The ZM1200 (the 14-digit "Pandicon" tube) can only be driven dynamically, i.e. the anodes of the tube are scanned, and the cathodes are paralled, being driven by one set of drivers. Fig. 2-60a and $b$ show the circuit and pin numbering of the FCL111; for information on application of the FCL111 please refer to section 6.3 .


Fig. 2-60. The Numerical Indicator Tube Decoder/Driver FCL111. (a) Block diagram; (b) pin layout and numbering.

### 2.3.7 the monostable multivibrators, FCK 101 and FCK 101 Q.

The FCK 101 and FCK101Q comprise a threshold-triggered monostable circuit and a gate. Each is capable of producing either HIGH or Low level pulses, whose width is adjustable over a wide range by means of an external resistor and capacitor. The gate in the FCK101Q is simply an inverter; in the FCK101 however it is an AND gate, thus providing a conditional triggering facility for this type. The logic and terminal numbering diagrams for the FCK101Q are given in Figs 2-61a and $b$; those for the FCK 101 are given in Figs 2-62a and $b$.

The Data Sheets state that for ringing-free operation, the duration $t_{2}$ of the input trigger pulse to the multivibrator must not exceed the duration $t_{1}$ of the output signal. This is however a general condition: ringingfree operation can also be achieved if $t_{1}$ is made less than $100 \mu \mathrm{~s}$. Alternatively, the interface circuit of Fig. 2-63 could be used, if $t_{1}$ is greater than $100 \mu \mathrm{~s}$ and $t_{1}<t_{2}$. The rate of fall of the input pulse is assumed to be less than $100 \mathrm{~ns} / \mathrm{V}$.

Not withstanding the above provisions, it is advisable to keep $t_{1}>t_{2}$ if possible.


Fig. 2-61. The Monostable Multivibrator, FCKIOIQ (without extra gate facility). (a) Block diagram; (b) pin layout and numbering.

(a)


Fig. 2-62. The Monostable Multivibrator, FCK101 (with extra gate facility). (a) Block diagram; (b) pin layout and numbering.


Fig. 2-63. Interface circuit between trigger pulse generator and terminals $G_{1}$ or $G_{2}$ of FCK101, to be used if the time that $Q_{1}$ is HIGH is less than the LOW duration of the $G_{1}$ or $G_{2}$ trigger signal, but greater than $100 \mu \mathrm{~s}$.

## 3 Applications in Sequential Logic

Sequential logic circuits are defined as those circuits in which time plays a part in the logic process. Sequential logic circuits usually incorporate memory elements, so that the output is dependent not only on the input signals present at any moment, but also on the previous state of those signals. (The output of a combinational logic circuit, on the other hand, depends completely on the present state of the inputs.) Sections 3.2, 3.3 and 3.4 discuss the three most important types of sequential logic: scalers, counters, and shift registers, and section 3.1 below describes design methods for scalers and counters.

The sequential logic circuits described here use $J$ - $K$ flip-flops as memory elements; details about the flip-flops will be found in section 2.2.

### 3.1 Design of Scalers and Counters

### 3.1.1 INTRODUCTION

The aim of the design is to find an efficient and economical way of connecting the flip-flop outputs to the appropriate "preparation" $(J, K)$ inputs, in such a way that at each trigger pulse the outputs change to the combination which uniquely identifies that pulse.

A scaler (alternatively named divider or divide-by-n circuit) simply divides incoming pulses by some integer (called the scaling factor, $n$ ). For every $n$ input pulses, one output pulse is delivered, the time of occurrence of which relative to the train of input pulses being usually, but not always, a matter of indifference.

A counter discriminates between successive input pulses and delivers an output which uniquely identifies the sequential order of each pulse according to a prescribed numbering system. For each of every $n$ input pulses, an output signal is produced indicative of the numerical order of occurrence of the pulse, as counted to the base $n$. The counter itself is usually supplemented by a decoder.

### 3.1.2 PROCEDURE

The design method described below will allow a scaler or counter to be
designed having the least possible number of flip-flops. The method applies to both synchronous (all flip-flops triggered by an external clock pulse source) and asynchronous circuits (not all flip-flops so triggered). Karnaugh maps are used to determine the interconnections to be made between flip-flops. Some designs will require extra gates, dependent on the type of flip-flops used.*

Step 1. Establish the number of flip-flops.
For a scaler or counter of $n$, at least $N$ flip-flops will be required. The relationship is:

$$
2^{\mathrm{N}-1}<n \leqslant 2^{\mathrm{N}} .
$$

For example, a decade counter will require four flip-flops, because

$$
2^{3}<10<2^{4} .
$$

Step 2. Establish the truth table.
The output of each flip-flop may be in either the high or the Low state, so that $N$ flip-flops have $2^{N}$ output combinations. For a decade counter of course only ten of these combinations are valid (or "legitimate"); the remaining six are "illegitimate"** combinations. All combinations can be recorded in a truth table, and the decade counter truth table is included in Table 3-1.

The truth table gives the logic level at the non-inverted output of each of the four flip-flops $A, B, C, D$ which, for the 1-2-4-8 code, identifies the correct decimal number (binary coded decimal or B.C.D equivalent) for any given number of input trigger pulses. Starting from combination 0 , the first nine input pulses in this case must bring the counter to combination 9 ; the tenth pulse must give combination 0 and so on.

Step 3. Establish the "change function" table.
At any combination $p$, the state of a flip-flop in the counter upon arrival of another trigger pulse (i.e. at combination $p+1$ ) must either:

- change, or
- not change.

If a change is to occur, a " 1 " should be placed in the combination $p$ row for that flip-flop; if no change, a " 0 ". In addition, an " $X$ " can be

[^12]Table 3-1. Truth Table and Change Function Table for a Synchronous 1-2-4-8 Decade Counter

| combination | B.C.D. equivalent | truth table |  |  |  | change function table |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $Q_{A}$ of flipflop $A$ | $Q_{B}$ of flipflop $B$ | $Q_{C}$ of flipflop $C$ | $Q_{D}$ of flipflop $D$ | $\begin{aligned} & \text { flip- } \\ & \text { flop } A \end{aligned}$ | $\begin{aligned} & \text { flip- } \\ & \text { flop } B \end{aligned}$ | $\begin{aligned} & \text { flip- } \\ & \text { flop } C \end{aligned}$ | $\begin{aligned} & \text { flip- } \\ & \text { flop } D \end{aligned}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| 2 | 2 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| 3 | 3 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 |
| 4 | 4 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 |
| 5 | 5 | 1 | 0 | , | 0 | 1 | 1 | 0 | 0 |
| 6 | 6 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| 7 | 7 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 |
| 8 | 8 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 9 | 9 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 |
| 10 |  | 0 | 1 | 0 | 1 | $X$ | $X$ | $X$ | $X$ |
| 11 | $\because$ | 1 | 1 | 0 | 1 | $X$ | $X$ | $X$ | $X$ |
| 12 | ( | 0 | 0 | 1 | 1 | $X$ | $X$ | $X$ | X |
| 13 | \% | 1 | 0 | 1 | 1 | X | $X$ | $X$ | X |
| $14$ | $\bigcirc \stackrel{\text { an }}{=}$ | 0 | 1 | 1 | 1 | $X$ | $X$ | $X$ | $X$ |
| 15 | ) = | 1 | 1 | 1 | 1 | $X$ | $X$ | $X$ | $X$ |

placed in all illegitimate combination rows, if the illegitimate combinations are unspecified in the design (see section 3.1.3). An " $X$ " can subsequently be treated either as " 1 " or " 0 ", whichever is most convenient. The illegitimate rows (combinations $10-15$ ) do not concern us, so an " $X$ " is placed there. Similarly, the flip-flop $C$ column receives a " 1 " in the rows corresponding to combinations 3 and 7 . No change in the state of flip-flop $C$ occurs in the other legitimate combinations, and to note this, zeroes are used. Flip-flop $B$ changes state four times, and flip-flop $D$ two times, as can be seen from the table.

Step 4. Organize the information.
Although we now have enough information to enable the flip-flop inputs and outputs to be interconnected to give the required result, organization of the data into meaningful patterns by means of Karnaugh maps can save time and perhaps result in less interconnections. A Karnaugh map is simply a chart, used here to express the change functions, legitimate and illegitimate, in an easily assimilated way. Although we are
most interested in organizing the changes, let us first place the combination numbers in a Karnaugh map. This is done in Fig. 3-1a for a counter with four flip-flops.

The variables $Q_{A}, Q_{B}$ etc. around the outside of the map are the flipflop outputs which are at high level. The numbers in the chart are the combination numbers; thus the number " 2 " is placed in the top righthand corner because that point is defined as " $\bar{Q}_{A}$ and $Q_{B}$ and $\bar{Q}_{C}$ and $\bar{Q}_{D}$ " by the chart. (Refer to the truth table, Table 3-1.) Maps for counters having two, three and five flip-flops are also given in Fig. 3-1. (The outputs are simply designated by letters.)



Fig. 3-1. Karnaugh maps showing the combination numbers for counters with (a) four; (b) two; (c) three; and (d) five flip-flops.

Knowing the positions of each combination on the Karnaugh map, it is now an easy matter to replace a combination number with a sign indicating whether or not a change of state is to occur for a flip-flop at that combination. One Karnaugh map is required for each flip-flop. Taking flip-flop $B$ of the decade counter as an example, the Karnaugh map would be built up as follows.

Where a change of state must occur, a " 1 " is entered. For instance, after reaching combination $5(A \cdot \bar{B} \cdot C \cdot \bar{D})$, flip-flop $B$ must change state:
a " 1 " is entered in the appropriate place (see Fig. 3-2a). The next combination, 6 , does not require that flip-flop $B$ change state upon the subsequent trigger pulse: a zero is entered in the square represented by $\bar{A} \cdot B \cdot C \cdot \bar{D}$ (see Fig. 3-2b). Combinations 10 to 15 are illegitimate; subject to later considerations, whether or not a change of state is to occur is immaterial. We identify these combinations with an " $X$ " (see Fig. 3-2c). The complete map for the change functions for flip-flop $B$ is given in Fig. 3-2d.





Fig. 3-2. Karnaugh "change function" maps for flip-flop B of a 4 flip-flop decade counter, showing combinations (a) 5; (b) 6; (e) $10,11,12,13,14,15$; (d) all combinations.

Step 5. Interpret the information.
The Karnaugh change function maps must now reveal the flip-flop interconnections. Before proceeding with the example, it might be wise to review the characteristics of the $J$ - $K$ type of flip-flop (see Fig. 3-3).


Fig. 3-3. Simplified representation of a $J-K$ flip-flop. Note the internal connections $\bar{Q}-J$ and $Q-K$ to the input AND gates.

In this type the $K$ input is combined in an and function with $Q$ (normal) output and the $J$ input is internally and-gated with $\bar{Q}$ (inverted) output. To change the state of the flip-flop, a trigger pulse must be applied to input $T$, with either the $J$ or the $K$ input being held at high level. If a change of the state from $Q=$ нIGн, $\bar{Q}=$ Low to $Q=$ Low, $\bar{Q}=\mathrm{HIGH}$ is required, input $K$ must be held at high level ( $J$ being at either H or L level); if a change from $Q=$ Low, $\bar{Q}=$ High to $Q=$ High, $\bar{Q}=$ Low is required, input $J$ must be held at high level ( $K$ level then being immaterial). Thus, from Fig. 3-2d, we see that the $K$ input of flip-flop $B$ must be at HIGH for combinations $3(A \cdot B \cdot \bar{C} \cdot \bar{D})$ and $7(A \cdot B \cdot C \cdot \bar{D})$. That is to say, input $K_{B}$ of flip-flop $B$ must be connected via an and-or gate combination to output $A$ of flip-flop $A, B$ of flip flop $B, C$ and $\bar{C}$ of flipflop $C$, and output $\bar{D}$ of flip-flop $D$. As mentioned above however, the $B$ connection already exists inside the flip-flop so that we can ignore this term. In addition, both $C$ and $\bar{C}$ are mentioned, and as the logical result of a variable and its inverse in an or gate is " 1 ", we can ignore $C$ and $\bar{C}$ as well. In Boolean algebra,

$$
A \cdot \bar{C} \cdot \bar{D}+A \cdot C \cdot \bar{D}=A \cdot \bar{D}(C+\bar{C})=A \cdot \bar{D}
$$

Both combinations thus now reduce to $A \cdot \bar{D}$, to be realised by a single and gate.

A further reduction of the connections to be made to $K$, to a single connection, can be done. Note that the adjacent combinations 11 and 15 contain $X$. This means that it is irrelevant (so far) if a change of state is to occur or not. Thus we can temporarily place a 1 in these two squares, i.e. $A \cdot B \cdot \bar{C} \cdot D$ and $A \cdot B \cdot C \cdot D$. Just as noted above, $C$ can again be dropped, $B$ can be neglected, leaving the Boolean funtion $A D$ to be or'ed with $A \bar{D}$. Finally the only connection to be made to $K$ of flip-flop $B$ is output $A$ from flip-flop $A$. Note that this cannot be done for input $J$, because of the zero in the adjacent square (square $A \cdot \bar{B} \cdot \bar{C} \cdot D$ ).

The other flip-flops, each with its own Karnaugh map can be investigated in the same way. Their Karnaugh maps are presented in Fig. 3-4.

In particular, both inputs to flip-flop $A$ are to be permanently connected to HIGH level. The reason for this is that all terms except $A$ appear in both the positive and the inverse form, so that they can be ignored, and $A$ and $\bar{A}$ are internally connected to $K$ and $J$ respectively. Thus $J$ and $K$ may remain constantly at " 1 " level. Flip-flop $A$ as a result changes state upon every application of a trigger pulse to input $T$, as required by the truth table in Table 3-1.

The resulting interconnections between the flip-flops for the 1-2-4-8 code synchronous decade counter are presented in Fig. 3-5.


Fig. 3-4. Karnaugh "change function" maps for the decade counter having four flip-flops.
(a) Flip-flop $A$ (giving $\left.J_{A}=1, K_{A}=1\right)$; (b) flip-flop $B\left(J_{B}=A \cdot \bar{D}, K_{B}=A\right)$;
(c) flip-flop $C\left(J_{C}=A \cdot B, K_{C}=A \cdot B\right)$; (d) flip-flop $D\left(J_{D}=A \cdot B \cdot C, K_{D}=A\right)$.


Fig. 3-5. The complete circuit of the synchronous 1248 code decade "up" counter described in the text. The illegitimate states are unspecified. See Fig. 3-4 for flip-flop input conditions.

### 3.1.3 FURTHER CONSIDERATIONS

## Illegitimate Combinations

Although theoretically a counter will never enter one of the illegitimate states, this may in fact happen, for example as the result of external interference pulses. If the consequences of this are serious enough, a counter
can be designed which will switch to zero, or to any legitimate state, immediately after entering an illegitimate state. This will ensure that the counter will not remain locked in the illegitimate state or states. Switching to any legitimate combination is easier to arrange and requires less additional circuitry than switching to zero. The two solutions are given in Figs 3-6 and 3-7. The legitimate combination that the counter of Fig. 3-7 must step to (from an illegitimate combination) should be chosen to give the fewest extra interconnections and gates. These counters do however require some trial and error before the best solution can be arrived at.


Fig. 3-6. The complete design of a synchronous 1248 code decade "up" counter, with the property that the counter will always step from any illegitimate state to zero. The resulting input conditions to the flip-flops are as follows.
(a) Flip-flop $A: J_{A}=\bar{B} \cdot \bar{C}+\bar{D}, K_{A}=1$.
(b) Flip-flop $B: J_{B}=A \cdot \bar{D}, K_{B}=A+D$.
(c) Flip-flop $C$ : $J_{C}=A \cdot B \cdot \bar{D}, K_{C}=A \cdot B+\bar{D}$.
(d) Flip-flop D: $J_{D}=A \cdot B \cdot C, K_{D}=\mathrm{A}+B+C$.
(e) The circuit.


Fig. 3-7. The complete design of a synchronous 1248 code decade "up" counter, with the .property that the counter will always step from any illegitimate state to a legitimate one The resulting input conditions to the flip-flops are as follows.
(a) Flip-flop $A$ : $J_{A}=1, K_{A}=1$.
(b) Flip-flop B: $J_{B}=A \cdot \bar{D}, K_{B}=A$.
(c) Flip-flop $C$ : $J_{C}=A \cdot B, K_{C}=A \cdot B$.
(d) Flip-flop $D: J_{D}=A \cdot B \cdot C, K_{D}=A+B+C$.
(e) The circuit.

## Asynchronous Counters

Unlike synchronous counters, the flip-flops of asynchronous counters are not triggered from a common trigger clock pulse but from suitably chosen outputs of the other flip-flops in the counter. The first flip-flop must still be driven externally, of course. Designing an asynchronous counter involves determining for each flip-flop which of the others is to provide the trigger signal, in addition to determining the connections to be made to its $J-K$ inputs.

Fig. 3-8 shows the design of an asynchronous 1-2-4-8 code decade "up" counter. After setting up the truth table, a decision must be made as to where to obtain the trigger pulse for each flip-flop.

All the FC family flip-flops change their output levels during a change of the trigger signal from H to L , so that during a L to H change, or during no change, the levels of the $J$ and $K$ inputs are immaterial for the present. Tentatively, an $X$ may be entered in the change function table, denoting that " 0 " and " 1 " are equally suitable. Actually, this will depend finally on the particular type of flip-flop used (see section 2.2).

In the change function table, a " 1 " denotes a change of state of a flipflop. However, because the counter always starts in the "zero" position (all flip-flop outputs Low) we know that the first " 1 " in any column of the change function table represents an output change from $L$ to $H$, the next " 1 " representing H to L , and so on. The trigger pulses available, i.e. the H to L changes thus occur at every alternate " 1 " in the table.

(e)

Fig. 3-8. The complete design of an asynchronous 1248 code decade "up" counter, with the illegitimate states unspecified. The resulting input conditions to the flip-flops are as follows.
(a) Flip-flop $A: J_{A}=1, K_{A}=1$.
(b) Flip-flop B: $J_{B}=\bar{D}, K_{B}=1$.
(c) Flip-flop C: $J_{C}=1, K_{C}=1$.
(d) Flip-flop D: $J_{D}=B \cdot C, K_{D}=1$.
(e) The circuit.

The first flip-flop will be triggered by the clock pulses; flip-flop $B$ will change its output state at half the frequency of $A$ if it is triggered by output $A$. It must be kept in mind that the number of " 1 "s in any column must always be an even number, because the counter must finish with all outputs in the Low state. If all alternate " 1 "s in column $A$ were used to trigger $B$, column $B$ would contain five " 1 "s, leaving flip-flop $B$ at H . To prevent this, an " 0 " must be put in the last position in column $B$. The second and fourth " 1 " in this column can now be used to trigger flip-flop $C$, and there will thus be two " 1 "s in column $c$.

It is clear that flip-flop $D$ cannot be triggered by $C$ as this offers only one suitable change, which would leave $D$ in the " 1 " state. On the other hand, triggering from $B$ would mean that $C$ and $D$ behaved identically, creating a counter-of-8. Flip-flop $A$ must thus trigger $D$. The first change in $D$ should occur at the eighth clock pulse, so that a " 1 " must be inserted at position 7. It must not change in positions 1,3 and 5 , so that zeroes must be inserted in these positions. The flip-flop must return to the state of combination " 0 " at the ninth clock pulse, so a " 1 " must also be inserted at this position. If the illegitimate states are not specified for this counter, the resulting Karnaugh maps and the counter will appear as in Fig. 3-8.

### 3.2 Scalers

It is possible to build a scaler from flip-flops and gates having any scaling factor, using the method described in section 3.1. It is also possible however to build gateless scalers of any scaling factor, the disadvantage being that there is no single method by which such scalers may be designed. In fact there are many basic designs - the Johnson, Möbius (twisted ring) and ripple-through scalers being three of the most used each design having its advantages and disadvantages.

Scalers with scaling factors $n_{1}, n_{2}, n_{3}, \ldots$ can be cascaded to give a scaler of scaling factor ( $n_{1} n_{2} n_{3} \ldots$ ) We shall therefore limit ourselves here to presentation in tabular form of the more important data for scalers with scaling factors of from 2 to 11 , and 13 . Scalers with scaling factors of 4,8 and 16 (binary magnitudes) are straightforward designs; the scaling factors of 12,14 and 15 are also very easily obtained by cascading two or more of the other scalers. Note that when cascading two or more scalers, the speed of the total will be the speed of the first (input side) scaler. For example, a scaler with scaling factor of 6 can be
made from one 2 -scaler and one 3 -scaler, thus having the speed of a 2 -scaler. Alternatively it could be made from one 3 -scaler and one 2 scaler, when it would have the speed of a 3 -scaler.

In Table 3-2, the 12 columns have the following significances.
Column 1: The scaling factor of the circuit.
Column 2: The figure number of the circuit.
Column 3: Type of flip-flop most suitable. (FCJ101 and FCJ121* are preferred.)
Column 4: number of flip-flop packages required.
Column 5: the typical minimum clock pulse period for an asymmetric clock pulse.
Column 6: the typical maximum clock pulse frequency for an asymmetric clock pulse.
Column 7: the typical minimum clock pulse period for a symmetric clock pulse.
Column 8: the typical maximum clock pulse frequency for a symmetric clock pulse.
Column 9: the load presented by the scaler circuit to the clock pulse generator, expressed in equivalent d.c. gate loads.
Column 10: the output terminal which, because a negative-going signal is produced, will in most cases be chosen to deliver the output signal for drive of further logic operations (although the choice is optional).
Column 11: the fan-out (in equivalent d.c. gates) of the output terminal in Column 10.
Column 12: notes.
Note 1: type FCJ101 flip-flop only is to be used in this configuration.
Note 2: This configuration requires an extra gate if a negative-going output pulse flank is required (the circuit however needs one less flip-flop than the others).
Note 3: these configurations have illegitimate combinations into which they may lock if forced into those combinations by interference, for example. Configurations to which this note does not apply have illegitimate states from which the scaler will return to the legitimate state when triggered.

[^13]Table 3-2. Gateless Scaler Data Review

| scaling <br> factor | $\begin{aligned} & \text { fig. } \\ & \text { no. } \end{aligned}$ | preferred <br> flip-flop type FCJ... | $\begin{aligned} & \begin{array}{l} \text { number } \\ \text { of } \\ \text { packages } \end{array} \end{aligned}$ | asymmetric clock pulse |  | symmetric clock pulse |  | load on clock pulse generator | output terminal | output fanout | notes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | typical minimum clock pulse period (ns) | typical maximum clock pulse frequency (MHz) | typical minimum clock pulse period (ns) | typical maximum clock pulse frequency (MHz) |  |  |  |  |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 3 | 3-10a | 101 | 2 | 165 | 6.0 | 200 | 5.0 | 7 | R | 7 |  |
|  |  | 121 | 1 | 195 | 5.0 | 240 | 4.2 | 6 | $Q_{B}$ | 7 |  |
|  | 3-10b | 101 | 2 | 165 | 6.0 | 200 | 5.0 | 7 | $Q_{B}$ | 8 |  |
|  |  | 121 | 1 | 195 | 5.0 | 240 | 4.2 | 6 | $Q_{B}$ | 8 |  |
|  | 3-10c | 101 | 2 | 165 | 6.0 | 200 | 5.0 | 7 | $Q_{B}$ | 8 |  |
|  |  | 121 | 1 | 195 | 5.0 | 240 | 4.2 | 6 | $Q_{B}$ | 8 |  |
|  | 3-10d | 101 | 2 | 165 | 6.0 | 200 | 5.0 | 7 | $Q_{B}$ | 7 |  |
|  |  | 121 | 1 | 195 | 5.0 | 240 | 4.2 | 6 | $Q_{B}$ | 7 |  |
|  | $3-10 e$ | 101 | 2 | 165 | 6.0 | 200 | 5.0 | 7 | $Q_{B}$ | 8 |  |
|  |  | 121 | 1 | 195 | 5.0 | 240 | 4.2 | 6 | $Q_{B}$ | 8 |  |
|  | $3-10 f$ | 101 | 2 | 165 | 6.0 | 200 | 5.0 | 7 | $Q_{A}$ | 8 |  |
|  |  | 121 | 1 | 195 | 5.0 | 240 | 4.2 | 6 | $Q_{A}$ | 8 |  |
|  | 3-10g | 101 | 2 | 165 | 6.0 | 200 | 5.0 | 7 | $Q_{B}$ | 8 |  |
|  |  | 121 | 1 | 195 | 5.0 | 240 | 4.2 | 6 | $Q_{B}$ | 8 |  |
|  | 3-10h | 101 | 2 | 165 | 6.0 | 200 | 5.0 | 7 | $Q_{B}$ | 8 |  |
|  |  | 121 | 1 | 195 | 5.0 | 240 | 4.2 | 6 | $Q_{B}$ | 8 |  |


Table 3-2 Gateless Scaler Data Review. (continued)

| scaling <br> factor | $\begin{aligned} & \text { fig. } \\ & \text { no. } \end{aligned}$ | preferred <br> flip-flop <br> type <br> FCJ... | $\begin{gathered}\text { number } \\ \text { of } \\ \text { packages }\end{gathered}$ | asymmetric clock pulse |  | symmetric clock pulse |  | load on clock pulse generator | output terminal | output fanout | notes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | typical minimum clock pulse period (ns) | typical maximum clock pulse frequency (MHz) | typical minimum clock pulse period (ns) | typical maximum clock pulse frequency (MHz) |  |  |  |  |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 9 | $\begin{aligned} & 3-16 a \\ & 3-16 b \end{aligned}$ | 101 | 4 | 365 | 2.7 | 365 | 2.7 | 7 | $Q_{C}$ | 7 | 3 |
|  |  | 121 | 2 | 435 | 2.3 | 720 | 1.4 | 6 | $Q_{C}$ | 7 |  |
|  |  | 101 | 4 | 365 | 2.7 | 365 | 2.7 | 7 | $Q_{c}$ | 7 | 3 |
|  |  | 121 | 2 | 435 | 2.3 | 720 | 1.4 | 6 | $Q_{C}$ | 7 |  |
| 10 | 3-17a | 101 | 4 | 165 | 6.0 | 200 | 5.0 | 3.5 | $Q_{D}$ | 8 | 3 |
|  |  | 121 | 2 | 195 | 5.0 | 240 | 4.2 | 3 | $Q_{D}$ | 8 |  |
|  | 3-17b | 101 | 4 | 265 | 3.9 | 265 | 3.9 | 7 | $Q_{D}$ | 8 | 3 |
|  |  | 121 | 2 | 315 | 3.2 | 480 | 2.1 | 6 | $Q_{D}$ | 8 |  |
| 10 | 3-17c | 101 | 4 | 335 | 3.0 | 335 | 3.0 | 7 | $Q_{C}$ | 7 | 3 |
|  |  | 121 | 2 | 405 | 2.5 | 660 | 1.5 | 6 | $Q_{C}$ | 7 |  |
|  | 3-17d | 101 | 5 | 165 | 6.0 | 200 | 5.0 | 18.5 | $Q_{E}$ | 7 |  |
|  |  | 121 | $2 \frac{1}{2}$ | 195 | 5.0 | 240 | 4.2 | 15 | $Q_{E}$ | 7 |  |
|  | 3-17e | 101 | 4 | 165 | 6.0 | 200 | 5.0 | 10.5 | $Q_{D}$ | 8 |  |
|  |  | 121 | 2 | 195 | 5.0 | 240 | 4.2 | 9 | $Q_{D}$ | 8 |  |




Fig. 3-9. Scaler-of-2.

Fig. 3-10. Scalers-of-3. Output time relationships are shown to the right of each circuit. (See Table 3-2 for characteristics).


Fig. 3-11. Scalers-of-4


Fig. 3-10


Fig. 3-12. Scalers-of-5.


Fig. 3-13. Scalers-of-6.


Fig. 3-14. Scalers-of-7.


Fig．3－15．Scalers－of－8．


Fig．3－16．Scalers－of－9．


Fig. 3-17. Scalers-of-10.


Fig. 3-18. Scalers-of-11.


Fig. 3-19. Scalers-of-13.

### 3.3 Counters

From the descriptions of counters and scalers given in section 3.1.1, it may be inferred that the two circuits are basically similar. In fact a scaler can be operated as a counter if a decoding circuit is added. The so-called "weighted code" method is commonly employed for this decoding purpose. In this "weighted code" type of counter the "weighting" of each flip-flop allows a direct numerical indication of the counters position upon adding the "weights" of all the flip-flops in the HIGH state at any given moment.

In the following sections some examples are given of counters-of-16 and counters-of-10 (decade counters).

### 3.3.1 COUNTERS-OF-16

There are no less than 24 ways of counting to 16 , ranging from the completely synchronous counter of Fig. 3-20 to the ripple-through counter of Fig. 3-24, some intermediate combinations being shown in Figs 3-21, 22,23 . We have studied the problem with an eye to selecting the best configuration with respect to one or more of the following properties: delay; load on driving stage; excess fan-out from each stage; maximum counting rate; number of packages.

Of the twenty-four we have rejected ten because the timing of the $J$ - $K$ input signals could, under total worst-case conditions, be wrong for one or more flip-flops. For each of the remaining fourteen configurations three counters were designed:

- Using FCJ101: for speed (particularly in certain configurations) and the ability to preset on any number.
- Using FCJ191 of FCJ211: for economy, but retaining the preset facility.
- Using FCJ121: for plain economy (no preset facility).

The resulting 42 counters were then compared in respect of the properties mentioned earlier, 11 being found to excel in at least one property. These counters and their characteristics (for full temperature range: $T_{a m b}=$ $0-75^{\circ} \mathrm{C}$ ) are presented in Table 3-3.

Table 3-3. Characteristics of Counters-of-16.


1) Load on the driving stage. This is expressed as the number of equivalent gate loads and is valid only as a d.c. load. This means that for the FCJ101 which is edge triggered (a.c.) the published d.c. values for the trigger input have been raised by extra gate loads to ensure that the driving stage is capable of discharging the capacitive trigger input within the allotted time.
2) Maximum delay. The time quoted is worst case, both with respect to device tolerance and to number-to-number transition; it is the elapsed time between the rear flank of the clock (trigger) pulse and the moment at which the new code is available. Maximum delay does not limit the maximum counting frequency in simple scaler applications, as can be seen in the adjacent column, but where specific action is required between clock pulses, the value is important. In this case, to the figure quoted must be added the delay of such external circuits as comparators, inhibit gates, etc., to fix the total loop delay, and thus the maximum allowable clock rate for the application.
3) Fan-out. The unloaded complementary outputs $(\bar{A}, \bar{B}, \bar{C}, \bar{D})$ are not included in the figure quoted, full fan-out of eight being available in every case.


Fig. 3-20. Counter-of-16, wholly synchronous, 1248 code. For characteristics see Table 3-3.

(b)

(c)

Fig. 3-21. Counters-of-16 (two counters-of-4 in series), 1248 code.

(a)

(b)

(c)

Fig. 3-22. Counters-of-16 (counters-of-4,-2,-2 in series), 1248 code.


Fig. 3-23. Counters-of-16 (counters-of-2,-2,-4 in series), 1248 code.

(b)

(c)

Fig. 3-24. Counters-of-16, wholly asynchronous (ripple-through type), 1248 code.

### 3.3.2 DECADES (COUNTERS-OF-10)

Decade counters differ with respect to counters-of-16 or other counters of powers of 2 , in that the redundancy of some flip-flop combinations makes discrimination between legitimate and illegitimate states necessary. There are a number of ways of making this discrimination, and counters of both weighted and unweighted type are possible depending on choice of legitimate states.

Below are given some configurations for decade counters using various codes and flip-flop types. (The reader is also referred to section 3.1 in which a 1-2-4-8 code decade counter is taken as an example.) Table 3-4 lists the characteristics and features of the circuits which are depicted in Figs 3-25 to 3-31. The circuits were chosen because they possess one or more of the following advantages:

- economy, denoting few flip-flop and gate packages;
- small input requirements;
- availability of fan-out;
- high counting speed;
- small delay between an input pulse and the switching over all of relevant flip-flops.

Note that the maximum counting speed is quoted for input waveforms as specified in the Data Sheets of the flip-flops concerned. It has also been assumed that the maximum propagation delay occurs, i.e. worst-case conditions exist. If a symmetrical shaped input waveform is used ( $t_{T H}=$ $t_{T L}$ ) having $t_{T L}$ equal to that specified in the Data Sheets, the counting speed must be reduced.

It should also be noted that counters made with type FCJ191 flip-flops are similar in characteristics to those using the type FCJ121, except that the FCJ191 has a "setting" ability. The same logic diagram can be used for the FCJ121 as for the FCJ191; the "set" terminal for the latter is drawn dotted in the diagrams. The FCJ191 has a 16 pin D.I.L. package.

[^14]Table 3-4. Decimal Counters



Fig. 3-25. Synchronous 1248 code decade "up" counter.


Fig. 3-26. Asynchronous 1248 code decade "up" counter.


Fig. 3-27. Synchronous 1248 code decade "down" counter.


Fig. 3-28. Asynchronous 1248 code decade "down' counter.

Fig. 3-29. Reversible synchronous 1248 code decade counter.



Fig. 3-31. Asynchronous Excess-three code decade "up" counter.

For completeness sake two reversible type 1248 decade counters that can be cascaded have been included (Fig. 3-32a based on FCJ 111, Fig. 3$32 b$ on FCJ 201.)

The following truth-table is valid for inputs $\mathrm{L}_{F}$ and $\mathrm{L}_{R}$.

| counting | $\mathrm{L}_{F}$ | $\mathrm{~L}_{R}$ |
| :--- | :---: | :---: |
| forward | L | H |
| reverse | H | L |
| blocked | H | H |




(b)
Fig. 3-32. Reversible synchronous 1248 code decade counter which may be cascaded, based on (a) FCJ111, (b) FCJ201.

### 3.4 Shift Registers

A shift register is a circuit able to store information and transfer it upon command; it is the simplest of the three main types of sequential logic circuit. It may be termed a "passive" device, requiring information to be written in before passing it to the output, opposed to "active" devices such as counters which require only trigger pulses to pass information to the output.

The presentation and the extraction of information each can be in series or parallel. There are thus four possibilities: series in, series out; parallel in, parallel out; series in, parallel out; parallel in, series out.

The simplest circuitry is achieved by using the series in, series out mode. This is depicted in Fig. 3-33a. For this mode of operation the flip-flops need not have a separate set terminal; their reset terminals may be connected internally where dual or multiple flip-flops in one package are used, as may also the trigger input terminals. Any flip-flop in the FC family may thus be used; Fig. 3-33 was drawn for the FCJ121 type.
(a)


Fig. 3-33. Shift register suitable for using information presented in serial form ("seriesin" type). (a) Output information available in serial form ("series-in, series-out" circuit); (b) output information available in parallel form ("series-in, parallel-out" circuit).

If parallel output is required, each flip-flop must then be provided with a gate at its complementary output ( $\bar{Q}$ ), as shown in Fig. 3-33b. The gate output level then is the same as the flip-flops other (normal) output when the "Read" signal, a "H" level pulse, is applied to the gates other input. The gate output will normally be high. It will go low when both the normal (non-inverted) flip-flop output goes Low (complementary output high) and a "Read" pulse is applied. Thus the inactive state of the gate outputs is the high level.

The general characteristics of a serial input shift register are the following.

- The input information must be available in both the inverted and the non-inverted forms (unless $D$ flip-flops are used).
- Shifting takes place at the negative-going flank of each shift pulse. If the type FCJ 121 is used as flip-flop, the number of such flip-flops that can be driven synchronously from various shift pulse sources is listed in Table 3-5, for the temperature range $0^{\circ} \mathrm{C}$ to $75^{\circ} \mathrm{C}$. Note that if the shift pulse is to be derived from several gate or line drivers in parallel, care must be taken to ensure that excessive skewness of the shift pulse does not occur.
- The shift register can be reset by applying a low level signal to the reset terminals. Table 3-5 gives the maximum number of type FCJ121 flip-flops which can be reset by various reset signal sources.
- The maximum shift pulse frequency is 5 MHz .


Fig. 3-34. Shift register suitable for using parallel information ("parallel-in, series-out" circuit).

Table 3-5. Source capability when driving type FCJ121 flip-flops.

| source | maximum number of type FCJ121 flip-flops |  |
| :--- | :---: | :---: |
|  | able to be triggered | able to be reset |
| FCH211 (gate) | 3 | 4 |
| FCH101 (gate) | 3 | 4 |
| FCH221 (line driver) | 6 | 8 |
| FCH231 (line driver) | 8 | 12 |
| Heavy duty line driver | 48 | 66 |

The circuit of a shift register using parallel input/serial output is given in Fig. 3-34. (Parallel output can be achieved in the same way as shown in the circuit of Fig. 3-33b.) Parallel input requires a flip-flop type having a separate set terminal, and all the FC family flip-flops have this except types FCJ121 and FCJ131.

The parallel input shift register has the following characteristics.

- The parallel input information must be available both in the inverted and non-inverted form.
- The shifting action occurs at the negative-going flank of the shift pulses. All inputs (where applicable) of flip-flops in the FC family have the same requirements so that the maximum numbers of type FCJ121 given in Table 3-5 for triggering are also valid for the other types.
- The "Enter" input signal must be at high level to enter new information.
- A separate "Reset" signal is not necessary for parallel input shift registers, because if no information is presented to the gate inputs, the next "Enter" signal will cause all flip-flops to register zero.
- The maximum shift pulse frequency is 5 MHz .


## 4 Applications in Combinational Logic

In the previous chapter were discussed "Sequential Logic" circuits whose functioning depended not only on the state of the inputs at any one moment but also on conditions which had existed previous to that moment. Circuits of the "Combinational Logic" type however give an output which directly reflects the input states, the previous conditions having no influence on the result. Combinational Logic circuits have no memorizing capacity, because the sequence of changes of state at the inputs has no bearing on the output state.

Combinational Logic circuits are built up from logic gates such as the FCH nand gate series. By combining these basic units into various configurations, an unlimited number of higher order functions may be made, examples being Adders, Complementers, Code Correctors, Comparators, Parity Checkers, Encoders and Decoders.

Some of these circuits are discussed in the following three sections: 4.1, 4.2 and 4.3.

### 4.1 Adders

The basic function of an adding circuit, addition of two binary digits (say $A$ and $B$ ), can be expressed in Boolean algebra by:

$$
S_{H}=\bar{A} \cdot B+A \cdot \bar{B},
$$

and

$$
C_{H}=A \cdot B,
$$

where $S_{H}$ is the exclusive-or combination of $A$ and $B$, and $C_{H}$ is the remainder or "carry" quantity to be added to the next significant digits. The circuit which performs the above operation is called a "half-adder" and is shown in Fig. 4-1.

Fig. 4-1. The half-adder logic circuit.


This circuit can be made by proper interconnection of the four 2-input nand gates in the FCH191 package; note that $\bar{C}_{H}$ is produced instead of $C_{H}$, the latter requiring an extra inversion stage. Fig. 4-2 shows the pin numbers and interconnections.

In electronic calculators a more common operation is the summing of three binary digits, because the carry quantity must be added to the sum of the next significant two binary digits if the sum of two multi-digit binary numbers is to be produced. This can be done by the "full adder". It can be built up from two half-adders, in which case the Boolean algebra expression for the output $S$ is:

$$
S=\bar{C}_{i} \cdot S_{H}+C_{i} \cdot \bar{S}_{H},
$$

where $S_{H}$ is as before, and $C_{i}$ is the "carry-in" from the adjacent lesssignificant digits sum. The "carry-out", $C_{0}$, which is to be added to the adjacent more significant digits, is given by:

$$
C_{0}=C_{H}+C_{i} \cdot S_{H},
$$

where $C_{H}$ is as before. The adder circuit is shown in Fig. 4-3. It can be built from two FCH191 packages (each contains four NAND gates) plus one nand gate as shown in Fig. 4-4.


Fig. 4-2. The half-adder circuit showing the most convenient interconnections when using the four-gate FCH191 package plus one gate.


Fig. 4-3. The full-adder logic circuit.


Fig. 4-4. The full-adder circuit interconnections when using two FCH191 packages plus one gate.


Fig. 4-5. Logic diagram of an adder circuit capable of adding two 4-digit numbers.
Fig. 4-5 shows the interconnections necessary to construct a circuit capable of adding two 4 -digit numbers $A$ and $B$. Let us assume the numbers are of the form $A_{3} A_{2} A_{1} A_{0}$ and $B_{3} B_{2} B_{1} B_{0}$, that is, $A_{3}$ and $B_{3}$ are the most significant and $A_{0}$ and $B_{0}$ are the least significant digits of numbers $A$ and $B$ respectively. $C_{i}$ is the carry-in to the first adder (adder of digits $A_{0}$ and $B_{0}$ ) and $C_{\mathrm{o} 0}$ is its carry-out, $C_{o 0}$ being at the same time the carry-in to the second adder (of $A_{1}$ and $B_{1}$ ). $C_{01}, C_{02}$ and $C_{03}$ are the carry-outs of the second, third and fourth adders respectively, $C_{03}$ being at the same time the carry-out for the adder as a whole. The outputs are $S_{0}, S_{1}, S_{2}$ and $S_{3}$. Nine FCH191 packages are necessary to make the circuit.

There are other configurations which could be used to achieve the same result. The full adder of Fig. 4-4 which uses nine 2-input nand gates is re-drawn in Fig. 4-6 using one 2 -input and seven 3 -input nand gates. By using Wired-Output as shown in Fig. 4-7, parallel addition of two 12 -digit binary numbers can be achieved with only 29 pack-ages-24 of type FCH171, 3 of type FCH191 and 2 of type FCH211.

If we set as criterion a least number of packages however, we find that it is advantageous to use the first method (the 2-input gates of the FCH191), resulting in 27 packages for 12-digit addition. Applying Wired-Output here results in a further saving; the circuit is given in Fig. 4-8 for a single adder. For 12-digit addition, 21 type FCH191 plus 4 type FCH211 packages are necessary.

It is obvious that no clear rule can be given for designing an adder with the least number of packages. In fact, it will often be found that "leftover" gates in a package are usefully employed in other duties in the system. Table 4-1 gives the package usage of the four circuits used as examples above.

Table 4-1. Package Usage of Adder Circuit Examples.

| circuit | $\overline{\mathrm{C}}_{0}$ <br> available | $\overline{\mathrm{S}}$ <br> available | FCH211 | FCH191 | FCH171 | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| fig. 4-4 | no | no | - | $2^{1 / 4}$ | - | $2^{1 / 4}$ |
| fig. 4-6 | no | no | - | $1 / 4$ | $2^{1} / 3$ | $2^{7} / 12$ |
| fig. 4-7 | no | yes | $1 / 6$ | $1 / 4$ | 2 | $2^{5 / 12}$ |
| fig. 4-8 | no | yes | $1 / 3$ | $1^{3 / 4}$ | - | $2^{1 / 12}$ |



Fig. 4-6. Full-adder logic circuit requiring one 2-input and seven 3-input NAND gates.


Fig. 4-7. Full-adder logic circuit of Fig. 4-6 using Wired-Output to give the $\bar{S}$ signal without an extra gate.


Fig. 4-8. Full-adder logic circuit of Fig. 4-3. using Wired-Output functions to reduce the number of packages necessary.

### 4.2 Complementers (Inverters)

Besides addition, a calculator is often required to perform substraction. This is achieved with the basic adder circuits of section 4.1 simply by obtaining the complement of the number to be substracted (the subtrahend) and adding this inverted number to the other number. Thus an adder preceded by a complementing circuit will serve either as adder or subtractor. The complementer circuit of Fig. 4-9a accepts 4-digit parallel input, and operates as follows.

If signal $I$ is Low then all inputs $A_{0}$ to $A_{3}$ that are Low will cause their respective outputs to go Low, and all (or any) inputs at HIGH will cause their outputs to go HIGH, that is to say, the input signals appear at the respective outputs. If however $I$ goes high, then all inputs at Low will cause their respective outputs to go HIGH, and inputs at high cause low outputs. In other words, $I$ HIGH causes inversion.

(a)

(b)

Fig. 4-9. Complementer circuit for binary numbers. (a) Logic; (b) configuration using Wired-Output with two FCH191 and 5/6 FCH211 packages.

This circuit can be formed from four FCH191 packages. WiredOutput can be used, giving the configuration shown in Fig. 4-9b (requiring two FCH191 and 5/6 FCH211 packages).

In most desk-top calculators, a binary coded decimal (B.C.D.) arithmetic is used, as opposed to the purely binary numbers we have been discussing so far. Many codes are in use, among which are the NBCD, Excess-Three, and Aiken codes. Complementing numbers written in the latter two codes is an easy matter, as it is only necessary to invert each digit of the subtrahend. Thus the circuit of Fig. $4-9 a$ or $b$ can be used directly. Complementing NBCD (Natural Binary Coded Decimal) numbers is unfortunately not so easy, as can be seen from Table 4-2. In the table, $A$ is the number, and $C$ its complement.

From Table 4-2 we can see that the least significant digit $\left(A_{0}\right)$ for each decimal number simply has to be inverted to get the least significant digit of the numbers complement, presenting no difficulties. The next significant digit $A_{1}$ is found to be the same for the number and its complement, again presenting no problem. Fig. 4-10 shows how the complements $C_{0}$ and $C_{1}$ are obtained from inputs $A_{0}$ and $A_{1}$ respectively.

Table 4-2. NBCD Code Numbers and their Complements.

|  | NBCD code digits |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| significance |  | C 9 |  | C 8 | A 2 | C 7 | A 3 | C 6 | A 4 | C 5 | A 5 | C | A 6 | C 3 | A 7 | C | A 8 | C 1 | A | C 0 |
| $2^{0}\left(\mathrm{~A}_{0}, \mathrm{C}_{0}\right)$ | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 |
| $2^{1}\left(\mathrm{~A}_{1}, \mathrm{C}_{1}\right)$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |  | 1 | 1 | 1 |  | 0 | 0 | 0 |
| $2^{2}\left(\mathrm{~A}_{2}, \mathrm{C}_{2}\right)$ | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 |  | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| $2^{3}\left(\mathrm{~A}_{3}, \mathrm{C}_{3}\right)$ | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 |

Referring to the table again we can formulate a rule relating $A$ and $C_{2}$ for each number. $C_{2}$ can only be HIGH if $A_{1}$ and $A_{2}$ are unequal. If $A_{1}=$ $A_{2}$, then $C_{2}$ must be at 0 -level. In Boolean algebra:

$$
I\left(\bar{A}_{1} \cdot A_{2}+A_{1} \cdot \bar{A}_{2}\right)+\bar{I} \cdot A_{2}=C_{2},
$$

where $I$ is the inverter signal. The circuit shown in Fig. 4-10 will perform this function.
Again looking at Table 4-2, the rule relating $C_{3}$ to $A$ is the following: $C_{3}$ must be HIGH only if $A_{1}, A_{2}$ and $A_{3}$ are all Low. This can be expressed as:

$$
\overline{I\left(A_{1}+A_{2}+A_{3}\right)+I \cdot \overline{A_{3}}}=C_{3},
$$

which function is performed by the lower part of the circuit in Fig. 4-10.


In total, this circuit, which forms the nine-complement in NBCD code of a decimal digit, requires three FCH191, plus $5 / 6$ of FCH 211 plus $1 / 3$ of FCH171. To make full use of all packages therefore a complementer for a multiple of six digits would be necessary. Fig. 4-11 gives another solution; here, two FCH191 plus one FCH121 plus $1 / 3$ of FCH171 are required. Five packages are saved per complementer of six digits, 20 packages being necessary. The 3 -input nand gate used in the $A_{3}-C_{3}$ inversion in Fig. 4-11 could be eliminated by using the circuit of Fig. 4-12; this means however that $16 \frac{1}{2}$ of FCH191 and five FCH211 packages, a total of $21 \frac{1}{2}$ packages, would be required. Table $4-3$ shows package usage of NBCD and Excess-Three code alternative circuits.

Table 4-3. Complementer Circuit Package Usage.

|  | circuit | number of packages |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | FCH171 | FCH191 | FCH211 | Total |
| NBCD, | fig. 4-10 | $1 / 3$ | 3 | 5/6 | $4^{1 / 6}$ |
| NBCD, | fig. 4-11 | $1 / 3$ | 2 | 1 | $3^{1 / 3}$ |
| NBCD, | fig. $4-11+4-12$ combined | - | $2^{3 / 4}$ | 5/6 | $3^{7} / 12$ |
| Excess-3 | fig. 4-9a | - | 2 | 5/6 | $2^{5 / 6}$ |



Fig. 4-11. Another configuration of the NBCD code complementer of Fig. 4-10. 2 FCH191, I FCH121 and 1/3 FCH171 packages are necessary.


Fig. 4-12. Alternative circuit for the $A_{3}-C_{3}$ complementing part of Fig. 4-11.

### 4.3 Encoding, Decoding, and Code Correcting Circuits

Usually, the input and output signals associated with the logic system are decimally coded. In addition, the signals within the system itself are sometimes given special codes in order to reduce errors or increase efficiency in some way. Wherever a change of code occurs, an encoding (input to system), decoding (system to output) or code correction (within the system) circuit is necessary. These are discussed separately below.

### 4.3.1 ENCODERS

Encoders are mostly of the form "decimal-in, binary-out". Table 4-4 lists six common binary codes used for the expression of the ten decimal digits 0 to 9 .

Table 4-4. Common Decimal to Binary Codes.

| decimal digit | $\begin{gathered} \text { NBCD } \\ (1-2-4-8) \\ \text { code } \end{gathered}$ | aiken code | $\begin{aligned} & 1-2-4-2 \\ & \text { code I } \end{aligned}$ | $\begin{aligned} & 1-2-4-2 \\ & \text { code II } \end{aligned}$ | excessthree code | one- <br> change code |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0000 | 0000 | 0000 | 0000 | 1100 | 00000 |
| 1 | 1000 | 1000 | 1000 | 1000 | 0010 | 10000 |
| 2 | 0100 | 0100 | 0100 | 0100 | 1010 | 11000 |
| 3 | 1100 | 1100 | 1100 | 1100 | 0110 | 11100 |
| 4 | 0010 | 0010 | 0101 | 0010 | 1110 | 11110 |
| 5 | 1010 | 1101 | 1101 | 1010 | 0001 | 11111 |
| 6 | 0110 | 0011 | 0011 | 0110 | 1001 | 01111 |
| 7 | 1110 | 1011 | 1011 | 1110 | 0101 | 00111 |
| 8 | 0001 | 0111 | 0111 | 0111 | 1101 | 00011 |
| 9 | 1001 | 1111 | 1111 | 1111 | 0011 | 00001 |

Encoding circuits producing the six codes listed in the table are shown in Figs. 4-13 to 4-18.


Fig. 4-13. Encoding circuit for decimal to 1248 code.


Fig. 4-14. Encoding circuit for decimal to Aiken 1242 code.


Fig. 4-15. Encoding circuit for decimal to 1242 code (version I).


Fig. 4-16. Encoding circuit for decimal to 1242 code (version II).


Fig. 4-17. Encoding circuit for decimal to Excess-Three code.


Fig. 4-18. Encoding circuit for decimal to One-Change code.

### 4.3.2 DECODERS

Decoders are commonly used in converting one or other binary code used within the system into decimally-coded digits for display or printing. The six diagrams following (Figs. 4-19 to 4-24) show gate configurations giving decimal output for binary input using the six codes given in Table 4-4.


Fig. 4-20.
Code converter for Aiken 1242 to decimal code.



Fig. 4-21.
Code converter for 1242 (version I) to decimal code.

Fig. 4-22.
Code converter for 1242 (version II) to decimal code.



Fig. 4-23.
Code converter for Excess-three to decimal code.

Fig. 4-24.
Code converter for One-change to decimal code.


### 4.3.3 CODE CORRECTORS

In the adder circuits discussed in section 4.1 it is obviously possible to add two decimal numbers $A$ and $B$ such that their sum $S$ is greater than 9 , at which the carry-out signal should be given, together with outputs $S_{0} S_{1} S_{2} S_{3}$ indicating (in NBCD code) the number $S=10$. For instance, if $A=6, B=7$ then the carry-out signal should appear ( $S>9$ ), and $S_{0}, S_{1}, S_{2}, S_{3}$ should indicate $1,1,0,0$ respectively (NBCD equivalent of $13-10=3$ ). However the adder has no way of sensing whether $S$ is greater than 9 so that the carry-out signal is produced only when $S$ is greater than 15 . What actually occurs is presented under the "Binary Sum" column in Table 4-5; what should happen is given under the "NBCD Sum" column of the table.

The circuit shown in Fig. 4-25 performs this conversion, the outputs being now $S_{N 0}, S_{N 1}, S_{N 2}, S_{N 3}$ (in order of significance), and the carry-out terminal, at high level when the sum $S_{N}$ is greater than 9 , being $C_{10}$. It is assumed that the adder circuit preceding it has the inverted $S$ outputs $\bar{S}_{1}, \bar{S}_{2}$ and $\bar{S}_{3}$ available. If not, the code corrector circuit must be provided with the inverters shown dotted in Fig. 4-25. Without them, the

Table 4-5. Conversion of Binary Sum to NBCD Sum

| decimal | binary sum (see Fig. 4.5) |  |  |  | NBCD sum |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| sum | $S_{0}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ | $C_{03}$ | $S_{N 0}$ | $S_{N 1}$ | $S_{N 2}$ | $S_{N 3}$ | $C_{10}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 2 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 3 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 4 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 5 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| 6 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| 7 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 |
| 8 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| 9 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 10 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 11 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 |
| 12 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 |
| 13 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 |
| 14 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 15 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 16 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 |
| 17 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |
| 18 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |

circuit can be built from two FCH191 plus $2 / 3$ of FCH 171 plus $1 / 3$ of FCH211. The three inverters would require half the FCH211 package.

The above assumes that the output sum is required in NBCD code, but circuits can be built to give an output in other codes. In the following example this is the Excess-Three code. Table 4-6 gives the conversion required.


Fig. 4-25. Code corrector circuit for binary to NBCD code.

The conversion is most easily done in this case by placing a second adder circuit in series with the "real" adder, as shown in the block diagram of Fig. 4-26. The second adder corrects the first by adding 3 if a decimal carry is to occur, and subtracting 3 if it is not; its output carry $C_{e a}$ ("carry end around") is fed back to its input. If the output sum $S_{E}$ is negative, it will appear in complementary form in Excess-Three code, indicated by the next significant sum digit when used as a sign digit.


Fig. 4-26. Code corrector circuit for binary to Excess-Three code.
Table 4-6. Conversion of Binary Sum to Excess-Three Sum

| decimal |  |  |  |  |  |  | binary sum |  |  |  |  |  | excess-three sum |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| sum | $S_{0}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ | $C_{03}$ | $S_{E O}$ | $S_{E 1}$ | $S_{E 2}$ | $S_{E 3}$ | $C_{10}$ |  |  |  |  |  |  |  |
| 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |  |  |  |  |  |  |  |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |  |  |  |  |  |  |  |
| 2 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 |  |  |  |  |  |  |  |
| 3 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |  |  |  |  |  |  |  |
| 4 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 0 | 0 |  |  |  |  |  |  |  |
| 5 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 |  |  |  |  |  |  |  |
| 6 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |  |  |  |  |  |  |  |
| 7 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 0 |  |  |  |  |  |  |  |
| 8 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |  |  |  |  |  |  |  |
| 9 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 |  |  |  |  |  |  |  |
| 10 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 |  |  |  |  |  |  |  |
| 11 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |  |  |  |  |  |  |  |
| 12 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |  |  |  |  |  |  |  |
| 13 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | 1 |  |  |  |  |  |  |  |
| 14 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 |  |  |  |  |  |  |  |
| 15 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |  |  |  |  |  |  |  |
| 16 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |  |  |  |  |  |  |  |
| 17 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 |  |  |  |  |  |  |  |
| 18 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 1 |  |  |  |  |  |  |  |

The output carry $C_{10}$ of the most significant digit (the sign digit) must be fed back as the carry-in of the least significant digit. Thus the code corrector here is simply a complete 4-digit adder, composed of from 8 to 10 packages depending on the configuration used.

Other code correctors are possible requiring less packages. The example given in Fig. 4-27 (again for Excess-Three code output) requires $5^{3} / 4$ packages of FCH191 plus $5 / 6$ of FCH211, making $6^{7} / 12$ packages in total (the four exclusive-OR gates each taking one FCH191 package). Use of the simplified exclusive-or circuit given in Fig. $4-9 b$ would result in a requirement of $3^{3 / 4}$ of FCH191 plus $1^{1 / 2}$ of FCH 211 , making $5^{1} / 4$ packages total.

Code correction networks for other codes are more complicated than those given above, and as they are not so commonly used we refer the reader to specialized literature on the subject. Table 4-7 shows the package usage of NBCD and Excess-Three code circuits. The numbers between brackets in this table refer to the case where the inverted sum of the binary adders is available, for instance in Figs. 4-7 and 4-8.


Fig. 4-27. Another version of the code corrector circuit for binary to Excess-Three code.

Table 4-7. Code Correction Circuit Package Usage.

| circuit |  | number of packages |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | FCH171 | FCH191 | FCH211 | Total |
| NBCD, excess-3, excess-3, | fig. 4-25 <br> fig. 4-27 <br> fig. 4-27 <br> (simplified) | $\begin{aligned} & 2 / 3 \\ & - \end{aligned}$ | $\begin{aligned} & 2 \\ & 5^{3 / 4} \\ & 3^{3} / 4 \end{aligned}$ |  | $\begin{aligned} & 3^{1 / 2(3)} \\ & 6^{7} / 12 \\ & 5^{1} / 4 \end{aligned}$ |

### 4.4 Complete Adder System Using Combination Logic

From sections 4.1, 4.2 and 4.3 it is now possible to design a complete adder/subtractor system meeting most individual needs. As an example, let us find the combination of adding, complementing, and code-correcting circuits which will give the least number of integrated circuit packages. A block diagram of the complete system is shown in Fig. 4-28.

The circuits of Figs. 4-8, 4-11 and 4-25 are the most economical in this respect if NBCD code is chosen (see Tables 4.1, 4.3 and 4.7), giving a total of $11^{5} / 12$ packages. For Excess-Three code, the circuits of Figs 4-8, 4-9 and 4-27 (simplified) are best, giving 13 packages.

A negative sum at the output of the system is given in the complementary form; if this is not acceptable, an extra complementer will have to be added to invert the output to the true value whenever the subtrahend is greater than the minuend. A device could be added to indicate a minus sign at this occurrence.


Fig. 4-28. Block diagram of a complete adder system.

## 5 Interface Circuits - Input to FC Logic

The conversion of input signals from outside the logic system to binary levels suitable for use within the system can be done in a number of ways. In general, the approach is as follows: first amplify the input signals at the source, transmit the amplified signals over a shielded cable to the logic system, and finally terminate the cable at a level detector such as the FCL101 before actually entering the logic. The level detector will ensure that no indeterminate signal (i.e. one that floats somewhere between HIGH and LOw) can cause oscillation or other upset in the logic. Often, some kind of filter is inserted in the line to prevent noise affecting the logic circuits.

Four common input devices are mechanical switches, photocells, VSOs and EPDs.

### 5.1 Mechanical Switches

Although the shielded cable in the above arrangement will exclude most external noise, unwanted signals can still enter the system at the input device and thus affect the logic operation. Such unwanted signals frequently occur at the closing or opening of a mechanical switch contact. Three simple interface circuits giving different degrees of protection are shown in Figs 5-1, 5-2 and 5-3.

The circuit of Fig. 5-1 uses a capacitor $C$ to extend the time of input level change at the gate. The value of $C$ must be chosen so that after operating the switch the contacts will have stopped bouncing before the gate input signal has changed sufficiently to give a changed output. If the delay is made long, system speed can be excessively affected and unstable operation can result.

The circuit of Fig. 5-2 requires a two-pole switch. The cross-coupled nand gates form a memory or bistable circuit. With $S$ in position 1, output $Q_{1}$ must be at high. Upon operating $S, Q_{1}$ will remain at HIGH until the switch blade actually touches contact 2 . $Q_{2}$ will then go to HIGH, making $Q_{1}$ LOW. Contact bounce will not affect this state, because contact 1 must actually be touched by the switch blade again (brought to 0 V ) before $Q_{1}$ can be brought back to HIGH. A disadvantage of this


Fig. 5-1. Interface between switch S and the logic, using a by-pass capacitor.


Fig. 5-2. Interface between switch $S$ and the logic, using a fip-flop "memory".


Fig. 5-3. Interface between switch $S$ and the logic, using an $R-C$ combination plus a Level Detector.
arrangement is that the input impedance of the NAND gates is high thus making the transmission cable prone to interference but, system speed is not diminished.

In Fig. 5-3, an $R-C$ delay network cuts down the high-frequency noise present in the signal while the Level Detector FCL101 ensures that the resultant slowly-changing signal level gives predictable operation of the logic. This arrangement enables speed to be increased over that given in Fig. 5-1, because the FCL101 can be set to give a well-defined output at quite a low input voltage which will, nevertheless, be high enough to distinguish reliably between true signals and noise.

### 5.2 Photocells

Many types of photocells are available for providing input signals. Two self-contained units are available: the Light Interruption Probe (LIP1)
and the Photoelectric Detector/Lamp Unit (CSPD/1MLU) having maximum detection frequencies of 10 kHz and 6 Hz respectively. These units are shown in Figs. 5-4 and 5-5.

For situations where these units do not meet every requirement, a circuit built up from discrete components and using for example a lightdependent resistor (LDR) photodiode or phototransistor (e.g. the BPX25) can usually be designed.

(b)


Fig. 5-4. The Light Interruption Probe, LIP1. (a) Photo of the unit; (b) symbol; (c) circuit diagram; (d) interface circuit.


Fig. 5-5. The Photoelectric Detector, CSPD and Lamp Unit (1MLU); (a) Drawing of CSPD; (b) CSPD symbol; ( $c, d$ ) interface circuits (e) drawing oflMLU; (f) symbol of $1 M L U$.

### 5.3 The Vane Switched Oscillator (VSO)

The VSO is illustrated in Fig. 5-6a and its symbol and dimensions (in mm) are given in Figs 5-6b and c. Its catalogue number is 272203100001.

The left-hand part of the circuit (see Fig. 5-6d) is an oscillator. Coils $L_{1}$ and $L_{2}$ are physically separated by the gap in the VSO. A piece of metal entering this gap will reduce the feedback from $L_{2}$ to $L_{1}$, and consequently lower the voltage across $L_{3}$. This voltage is then rectified and filtered and taken to terminal 3 , whose voltage is thus reduced with respect to terminal 4 . The supply voltage is $+12 \mathrm{~V} \pm 10 \%$; current drain, 12 mA . The output has an impedance of $4.1 \mathrm{k} \Omega$ and delivers $5.75 \mathrm{~V} \pm 15 \%$ (non-activated).

The unit is capable of detecting objects passing at a frequency of 1 kHz . Any metal can be used as the activating vane. The VSO has a wide field of application: revolution counting, angular position detection, counting of small objects, and so on.

### 5.4 The Electronic Proximity Detector (EPD)

The EPD is illustrated in Fig. 5-7a. Its symbol and dimensions (in mm) are shown in Figs $5-7 b$ and $c$. Its catalogue number is 272203100021. In the EPD circuit (Fig. 5-7d), $T R_{1}$ and $L_{1}$ and $L_{2}$ form an oscillator which is coupled to the detector stage $T R_{2}$. Normally $T R_{2}$ rectifies the oscillator output, thereby making the base voltage of $T R_{3}$ negative with respect to its emitter ( $T R_{3}$ conducting). This brings the output voltage to about +12 V . Reducing the oscillation by inserting a metal object (its shape is irrelevant) into the field of the sensing coil reduces the output voltage.

The supply voltage required is $12 \mathrm{~V} \pm 5 \%$; current drain 16 mA . The non-activated unit has an output impedance of $680 \Omega$ and will deliver a voltage equal to supply voltage minus 0.5 V (approx.). The output impedance is $3.3 \mathrm{k} \Omega$ upon activation.

The unit is capable of detecting objects passing at a frequency of 1 kHz . Any good electrical conductor (such as steel, aluminium) can be detected.


Fig. 5-6. The Vane Switched Oscillator, VSO. (a) Photo; (b) symbol; (c) dimensions; (d) circuit diagram; (e) interface.


## 6 Interface Circuits - FC Logic to Output

The results of the logic operations performed in the system by the integrated circuits must be presented to the user -- whether another circuit, a machine, or humans - in a usable and useful form. Three broad classes of interface output circuit are described in this chapter : section 6.1, Thyristors; section 6.2, Transistors; and section 6.3, Numerical Indicator Tubes.

### 6.1 Interface With Thyristors

The term "thyristor" covers semiconductor devices operating on the p-n-p-n regenerative principle; included in the family are the Silicon Controlled Rectifier (SCR), Silicon Controlled Switch (SCS), Triac, Diac, and many more. The various devices have different capabilities (some conducting only in one direction while others conduct in both directions) and different triggering requirements. As an example the circuit of Fig. 6-1 is given to illustrate drive of SCRs by integrated

circuits. Triggering requirements for SCRs are in the range $2 \mathrm{~V}-5 \mathrm{~V}$ at $10 \mathrm{~mA}-70 \mathrm{~mA}$ (pulse width down to $10 \mu \mathrm{~s}$ ).

In Fig. 6-1, the lamp $L A$ is to be lit. A "light" High signal is applied to one input of the first NAND gate and a HIGH trigger signal on the other input will cause its output to go Low. The output of the memory formed by two crosscoupled gates is set HIGH and the transistor conducts. The SCR is triggered by the voltage appearing across the emitter resistance and current flows through the lamp.

This circuit was designed to drive a bank of display lamps. By replicating the circuit as many times as there were lamps, letters or words could be formed on the display panel by proper selection of inputs prior to triggering. Erasure is obtained by resetting the memory units by a common Low signal. The capacitor hinders the effects of noise entry.

### 6.2 Interface with Transistors

Drive of transistors for increased output of the logic system is described below. The circuit of Fig. 6-2 has a maximum low output current of 100 mA , while that of Fig. 6-3 has 1000 mA capability (Maximum HIGH


Fig. $6-2 . R_{1}=560 \Omega \pm 5 \%$
$R_{2}=6.8 \mathrm{k} \Omega \pm 5 \%$
$S_{1}=$ BAX13
$S_{2}=$ BFY50.

Fig. 6-2. Driving a transistor amplifier for increased output (100 mA at LOW state).


Fig. 6-3. $R_{1}=560 \Omega \pm 5 \%$
$R_{2}=30 \Omega \pm 5 \%$
$R_{3}=6.8 \mathrm{k} \Omega \pm 5 \%$
$R_{4}=470 \Omega \pm 5 \%$
$S_{1}=$ BAX13
$S_{2}=$ BFY51
$S_{3}=$ BFY50; heatsink thermal resistance $<0.07 \mathrm{deg} \mathrm{C} / \mathrm{W}$.
Fig. 6-3. Driving a transistor amplifier for increased output ( 1000 mA at LOW state).
output voltage in both cases: 35 V ). Supply voltage is $+6 \mathrm{~V} \pm 5 \%$ for both circuits. The following data is valid for the circuit of Fig. 6-2:
at Low input, circuit output voltage is 35 V max.
circuit output current is $5 \mu \mathrm{~A}$ max.
at high input, circuit output voltage is 0.2 V max.
circuit output current is 100 mA max.
The following data is valid for the circuit of Fig. 6-3:
at Low input, circuit output voltage is 35 V max.
circuit output current is $5 \mu \mathrm{~A}$ max.
at HIGH input, circuit output voltage is 1.0 V max.
circuit output current is 1000 mA max.

### 6.3 Interface with Numerical Indicator Tubes

Presentation of data by means of numerical indicator tubes has become increasingly popular since the introduction of inexpensive versions of the tubes. In this section we give ways of controlling these tubes using certain members of the FC family. When compared to conventional circuits using gates, flip-flops and discrete components, the circuits given are cheaper and simpler. Static and dynamic display (parallel and serial display respectively) are both possible. Some advantages of static display are that no extra discrete components are necessary to drive the tubes, and it is never difficult to extend an existing static display to include more decades. The main advantages of dynamic display are that fewer integrated circuits are necessary for displays of more than three decades, and that the multi-decade numerical indicator tube ZM 1200 ("Pandicon") can be used.

The FCL111 is used in all the circuits described. It is a decoder for the NBCD, Excess-3, and Aiken codes, followed by ten output driver stages and specially developed for the ZM series of indicator tubes. The outputs of the FCL111 are capable of driving one indicator tube directly. (For dynamic display, where one FCL111 can be used to drive a number of tubes, clamping diodes are necessary.)

Figs $6-4,6-5 a$ and $6-6 a$ show the interconnections necessary between tube and ICs for NBCD, Excess-3, and Aiken coded inputs respectively. The function of counter is fulfilled by the FCJ141, a four-stage asynchronous decade counter producing NBCD-coded outputs, if NBCD code is chosen for presentation to the FCL111 (Fig. 6-4). If, however,


Fig. 6-4. Drive of numerical indicator tube $V_{1}$ (type ZM1000, ZM1020 or ZM1080) with FCJI41 and FCL111 (NBCD code). $R=$ reset.

(b)


Fig. 6-5. (a) Drive of $V_{1}$ with FCL111 and counter $U_{1}$ in Excess-Three code; (b) counter $U_{1}$ of Fig. 6-5a. (Flip-flops $U_{1 a}, U_{1 b}, U_{2 b}, U_{2 a}$ : two FCJ121; gates: one FCH191.) $R=$ reset .


Fig. 6-6. (a) Drive of $V_{1}$ with FCL111 and counter $U_{1}$ in Aiken code; (b) counter $U_{1}$ of Fig. 6-6a. (Flip-flops $U_{1 a}, U_{1 b}, U_{2 a}, U_{2 b}$ : two FCL121; gates: one FCH191.) $R=$ Reset.
the Excess-3 or Aiken codes are used in the intermediate stage, counters producing these codes can be made from the FCH191 and FCJ121 types (or only FCJ191, if presetting is required), as shown in Figs 6-5b and 6-6b.

Fig. 6-7 shows a method for driving a number of indicator tubes for static display. The circuit makes use of three types of IC (one of each per tube): FCL111, FCJ221 and FCJ141. The FCJ221 is a quadruple latch flip-flop, ideally suited for use as a buffer stage between processor and tube so that there is no interruption to the counting process. A stationary image of the digits to be displayed is obtained by applying a pulse $T_{2}$ to the FCJ221 without stopping the count input pulses $T_{1}$. The comparative timing of pulses $T_{1}$ and $T_{2}$ is given in Fig. 6-8. In this diagram the symbol $t_{p d f Q 3}$ represents the maximum fall propagation delay of the FCJ141 (fall propagation delay at output $Q_{3}$ ). The fall propagation delay at output $Q_{4}$ after pulse $T_{1}$ is $t_{p d f Q 4}$ (delay $t_{p d f Q 4}$ approximately equal to two-thirds delay $t_{p d f Q 3}$ ). Time $t_{t o t}$ must be equal to or greater than ${ }^{1 / 3}(2 n+1) t_{p d f Q 3}$.

Fig. 6-7. Static drive of numerical indicator tubes $V_{1}-V_{n} . R=$ reset. Although only four tubes are shown, any number can be driven.


Fig. 6-8. Timing diagram of pulses $T_{1}$ and $T_{2}$.

Fig. 6-9 shows a way in which dynamic drive can be applied to a number of indicator tubes. There are two types of circuits used for dynamic drive: cathode scanning and anode scanning. The circuit given is for anode scanning; this method is preferable for display of the contents of passive registers, such as magnetic core memories and shift registers. The circuit uses a total of six integrated circuits to drive up to ten tubes, and is thus more sparing of ICs than static drive, for more than two tubes. The ICs are: FCH301, FCJ141, FCL111, FCJ221 and two FCJ211. After a shift pulse $T_{1}$ from the control is applied to the 4 -bit shift register (FCJ211), the parallel input information is transferred to the output of this register (if serial output is to be used, four shift pulses are necessary). A second pulse $T_{2}$ applied to the FCJ221 transfers its contents to the input of the decoder/driver (FCL111), and the cathode line corresponding to the decimal information in the shift register will be activated. Pulse $T_{2}$ is also applied to the decade counter FCJ141, increasing the count by 1 and driving the next anode switching transistor (516BSY) into conduction. If the shift register contains the number $m$, and the decade counter is at the count of $n$, then the $n$th indicator tube will display the number $m$.

If more or less than ten indicator tubes are required, the FCJ141 must be replaced by a counter which will count up to the required number.

Many designs of counter are possible, some of the most suitable being given in chapter 3. Detailed information about dynamic display systems with numerical tubes is given in the following publications: "Cold Cathode Numerical Indicator Tubes" (ordering code 9399244 32701)
"Numerical Indicator Tube Drive with Transistor Type BSX21" (ordering code 22-188); "Principle and Circuitry of a Dynamic Information Display System using Numerical Indicator Tubes" (ordering code 22-075).


Fig. 6-9. Dynamic drive of ten numerical indicator tubes $V_{1}-V_{10} . R_{1}, R_{2}, R_{3}$ : Resets. For simplicity, only three tubes are shown.

## 7 Mounting Methods and Hardware

This chapter deals with the hardware and accessories necessary for the physical application of the FC family of integrated circuits. Section 7.1 describes methods of mounting the integrated circuits on printed wiring boards and chassis. Section 7.2 deals with printed wiring boards and other hardware, and section 7.3 deals with power supply.

### 7.1 Mounting of Integrated Circuit Packages

The FC family consists of integrated circuits contained in packages of two forms: the Dual-In-Line (DIL) package type XG14 or XG16 for standard temperature range ICs, and the Flat-Pack type XE14 for extended temperature range types.

### 7.1.1 DIL PACKAGE MOUNTING

DIL packages may be mounted either directly on the printed wiring board or indirectly via a special socket which is in turn fixed on to the board. The XG14 is a 14-pin DIL having a pin spacing of $2.54 \mathrm{~mm}(0.1$ inch). Its dimensions are given in mm in Fig. 7-1. The XG14 is designed to be used with printed wiring boards having the standard $e$ grid hole pattern ( $e=0.1$ inch) and a row spacing of $3 e$. The XG16 has 16 pins but is otherwise similar to the XG14.

The second method of fixing mentioned above, i.e. using an intermediate socket, is very useful in cases where it is anticipated that circuit changes are to be made, for instance, when developing a layout. The socket (cat. no. 4322026 69000) is shown in Fig. 7-2. It has gold-plated terminals.

A special miniature PWB is available for use with the socket to facilitate testing of DIL Integrated Circuits. This board has the catalogue number 432202639710 and is shown in Fig. 7-3.

### 7.1.2 FLat-Pack mounting

Flat-Pack ICs (see Fig. 7-4) may either be mounted directly on the PWB


Fig. 7-1. Dimensions of the standard 14-pin DIL package type XG14 (in mm).


Fig. 7-2. Socket for the XG14 package (dimensions in mm ).



Fig. 7-3. Special printed wiring board for use with the XG14 socket.


Fig. 7-4. Dimensions of the standard 14-pin flat-pack package type E2 (in mm).
by spot welding each lead to the proper board termination, or placed in a specially formed case which can then be fixed on to the PWB in various ways depending on the construction. The first method is the preferred one, requiring however a special welding tool for the job.

### 7.2 Printed Wiring Boards, Connectors and Chassis

The PWB complete with integrated circuits and any other components must now be electrically connected to the rest of the system via a connector and physically held in place by a steel chassis. The three parts are described on next pages.

### 7.2.1 PRINTED WIRING BOARDS

Printed wiring boards are made for special and general purposes and in many different sizes. If the boards are to fit a standard chassis however, they must have well-defined dimensions. The two general purpose ("Experimenter") PWBs having dimensions suitable for their use in our standard Miniature Mounting Chassis have the catalogue number 432202639880 (for mounting fifteen XG14 packages) and $432202639890^{*}$ (for packages with various numbers of pins). The connections between packages and "to-the-board" connectors are to be made with insulated wires. The packages are mounted perpendicular to the connector so that the wires to the connector can run parallel to the rows of pins of the packages instead of between the pins. The boards are shown in Figs $7-5 a$ and $b$.

Note that the boards can also be delivered with connector and extractor in which case the catalogue numbers are ... 38760 (for ... 39880) and ... 38770 (for ... 39890).


Fig. 7-5. Miniature printed wiring board dimensions, in mm; (a) Type 4322026 39880; (b) type 432202639890 .

[^15]
### 7.2.2 CONNECTORS

If special purpose boards are used, the connectors will have to be ordered separately. The two versions of the Miniature Mounting Chassis (see section 7.2 .3 ) will accept two types of male connectors. The two complete (male plus female) connectors have the catalogue numbers 242202689082 (normal mini wire-wrap terminals) and 242202689083 (back panel mini wire-wrap). See Fig. 7-6.

These connectors have two rows of contacts. Each row has 32 contacts. Both connectors may be dip-soldered. They are made of green glass-fibre filled diallyl phthalate and the contacts are of phosphor-bronze plated with $4 \mu$ rolled gold.


Fig, 7-6. Typical connector for use in miniature mounting chassis. Illustrated is the type F054.

### 7.2.3 CHASSIS (Fig. 7-7)

The standard chassis is the Miniature Mounting Chassis which is designed to fit the $19^{\prime \prime}$ rack system. There are two versions: cat. no. 432202638250 (normal) and 432202638280 (back panel wiring).

Each chassis has place for 41 PWBs. As each board can accomodate up to 36 ICs, each chassis can contain 1476 Integrated Circuits. The PWB must have the dimensions shown in Fig. 7-8.


Fig. 7-7. The miniature mounting chassis, cat.no. 432202638280.


Fig. 7-8. Dimensions of the printed wiring boards which will fit the miniature mounting chassis (in mm).

### 7.3 Power Supply

Power supply requirements for the FC family of integrated circuits are not difficult to fulfil. The requirements can be stated simply:

Voltage, $6 \mathrm{~V} \pm 5 \%$
Current, 4 A per mounting chassis (approx.).
Permissible ambient temperature, between $0^{\circ} \mathrm{C}$ and $+75^{\circ} \mathrm{C}$.
No special power supply unit has been designed for the FC family as it has been found that a user's existing power supply is often quite sufficient or that he prefers to make his own unit. General purpose power supply units are available, however, if this is not the case. The four regulated power supply units listed below give an adjustable output voltage of 4.5 V to 15 V , have an operating temperature range of from $-10{ }^{\circ} \mathrm{C}$ to $+65^{\circ} \mathrm{C}$, and have overload protection. The output current available and catalogue number for each type are listed below.

```
max. output current
                                    cat.no.
    1 A 941501200001
    3 A 941501201001
    5A 941501202001
    10 A 941501203001
```


## Explanation of drawing symbols and notation

Various symbols and notation styles are in use to describe logic functions. In this book we have followed the American Forces standard MIL-STD-806B as far as gate symbols are concerned.

Before proceeding with the gate symbols, however, the notation used should be clearly understood. The following passage is quoted freely from Appendix B of MIL-STD-806B:
"A single arrangement of hardware may perform either the and function or the OR function. This functional duality is employed in numerous single device and multi-device systems.
"We shall consider the and function as an element whose output is "active" when all its inputs are "active". Any "non-active" and input will produce a "non-active" output. The or function is considered as an element whose output is "active" when one or more inputs are "active". All or inputs "non-active" will produce a "non-active" output. Note that these definitions do not yet refer to logical " 1 " or " 0 ", or any electrical reference states such as "High", "Low", or voltages.
"Graphic representations as well as English notations are employed to illustrate the relationship of specific functions, operating either alone or as parts of a system.

The state condition of active input(s) and the resultant active output are identified by the presence or absence of active state signal indicators (small circles) at the input(s) or output of the logic functions (and/OR). A small circle at the input(s) indicates that the relatively low (L) input signal activates the function. Conversely, the absence of a small circle indicates that the relatively $\operatorname{HIGH}(\mathrm{H})$ input signal activates the function. A small circle at the output indicates that the output of the activated function is relatively Low (L). Absence of a circle at the output indicates that the output of the activated function is relatively HIGH (H)".

Elsewhere in MIL-STD-806B the terms high and low (symbols H and L) are defined as being the more positive and less positive voltages respectively. The last paragraph in the MIL-STD-806B excerpt thus defines the way in which the activating voltage level at any point in a system can be immediately identified - it is the less positive voltage level
if a small circle is present, the more positive level, if no circle is drawn. In the FC family of integrated circuits, H is +5 V and L is 0 V (approximately).

Confusion sometimes arises when the symbols " 1 " and " 0 " are used in logic expressions. Although we rarely use these symbols in this publication (being more a practical than a theoretical work) the symbols can be briefly explained now. In essence, " 0 " is the non-active, and " 1 " the active state. As there are no further conditions than these, this means that a single Truth Table (made up of " 1 s " and " 0 s ") can be written for a function, no matter what practical form that function has (i.e. no matter whether circles are present on inputs and outputs or not).

## I GATE SYMBOLS

The symbols have been taken from MIL-STD-806B published 26-2-1962 and these, together with the explanation given in the MIL-Spec. are printed in normal face type. The numbers in brackets refers to the section of the MIL-Spec. from which the extract has been made.
Additional information which we consider will help the reader to understand the symbols is given in smaller print.

## 1 Logic symbols (5 partial)

and The symbol shown below represents the and function (5.1).


OR The symbol shown below represents the or function (5.2).

$$
\underset{\text { input }}{\text { inde }} \sum \begin{gathered}
\text { output } \\
\text { side }
\end{gathered}
$$

exclusive-or The symbol shown below represents the Exclusive-or function (5.6).


State indicator* (Active) (5.3). The presence of the small circle symbol at the input(s) or output(s) of a function indicates:
(a) Input Condition. The electrical condition at the input terminal(s) which control the active state of the respective function.
(b) Output Condition. The electrical condition existing at the output terminal(s) of an activated function.


[^16](5.3.1) A small circle(s) at the input(s) to any element (logical or nonlogical) indicates that the relatively Low (L) input signal activates the function. Conversely, the absence of a small circle indicates that the relatively HIGH (H) input signal activates the function.
(5.3.2) A small circle at the symbol output indicates that the output terminal of the activated function is relatively Low ( L ), the absence indicates that the output terminal is relatively High (H).
This small circle shall never be drawn by itself on a diagram.

## EXAMPLES



The output is high if and only if all inputs are high.

OR (5.2.1)

| A | B | X |
| :---: | :---: | :---: |
| L | L | L |
| H | L | H |
| L | H | H |
| H | H | H |

The output is high if and only if any one or more of the inputs are high.


| A | B | X |
| :---: | :---: | :---: |
| L | L | H |
| H | L | H |
| L | H | H |
| H | H | L |

The output is Low if and only if all inputs are high.


${ }^{23629}$

| A | B | X |
| :---: | :---: | :---: |
| L | L | H |
| H | L | L |
| L | H | L |
| H | H | L |

The output is Low if and only if any one or more of the inputs are High.

EXCLUSIVE-OR (5.6.1)


| A | B | X |
| :---: | :---: | :---: |
| L | L | L |
| H | L | H |
| L | H | H |
| H | H | L |


| A | B | X |
| :---: | :---: | :---: |
| L | L | H |
| $H$ | $L$ | L |
| L | $H$ | L |
| $H$ | $H$ | $H$ |

The output is HIGH if and only if any one input is HIGH and all other inputs are Low.

The output is Low if and only if any one input is HIGH and all other inputs are Low.

Table I, an extract from MIL-STD-806 B, shows two-input AND and or gate symbols with all the possible combinations of terminals with or without state indicator. It will be noted that the and-gate symbol in the 1st column has the same function table as the or-gate symbol in the 2 nd column.

TABLE I (continued overleaf)
And symbols

TABLE I (continued)

| AND symbols | OR symbols | function table |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | A | B | C |
| $B=0-x$ |  | H | H | H |
|  |  | H | L | L |
|  |  | L | H | H |
|  |  | L | L | H |
| $\text { A }-0 \square$ | $A=-$ | H | H | H |
|  |  | H | L | H |
|  |  | L | H | L |
|  |  | L | L | H |
|  | $\begin{aligned} & A \\ & A \end{aligned}=-0 \underbrace{}_{125,37 n}-x$ | H | H | L |
|  |  | H | L | H |
|  |  | L | H | H |
|  |  | L | L | H |

Note 1. In literature often described as NAND
Note 2. In literature often described as NOR
Although the MIL-STD-806B does not use the expressions NAND and NOR they are referred to because these terms are commonly used.

Although MIL-STD-806B shows the exclusive-or symbol only without state indicator, for the sake of completeness Table II shows it with all the possible combinations of terminals with or without state indicator. It will be noted from the table that one function table (3rd column) is applicable to four symbols.
TABLE II

| symbol | symbol | function table |  |  |
| :---: | :---: | :---: | :---: | :---: |
|   |  | $\begin{aligned} & \mathrm{A} \\ & \hline \mathrm{H} \\ & \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{~L} \end{aligned}$ | $\begin{aligned} & \mathrm{B} \\ & \hline \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{H} \\ & \mathrm{~L} \end{aligned}$ | $\begin{gathered} \mathrm{X} \\ \hline \mathrm{~L} \\ \mathrm{H} \\ \mathrm{H} \\ \mathrm{~L} \end{gathered}$ |
|   | Note 3 <br> 7254378 | $\begin{aligned} & \mathrm{A} \\ & \hline \mathrm{H} \\ & \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{~L} \end{aligned}$ | $\begin{aligned} & \mathrm{B} \\ & \hline \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{H} \\ & \mathrm{~L} \end{aligned}$ | $\begin{aligned} & \mathrm{X} \\ & \hline \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{~L} \\ & \mathrm{H} \end{aligned}$ |

Note 3. In literature described as binary-comparator

## high and Low

The terms relatively HIGH and Low are explained with reference to the following three examples.

$$
\begin{array}{ll}
+5.0 \text { volts }=\text { HIGH } \\
+0.5 \text { volts }=\text { LOW } & +0.5 \text { volts }=\text { HIGH } \\
& -5.0 \text { volts }=\text { LOW }
\end{array} \quad-5.0 \text { volts }=\text { HIGH }
$$

From these it can be seen that the more positive voltage is termed relatively HIGH and the less positive is termed relatively Low. These terms are abbreviated to HIGH (H) and Low (L) respectively and are used throughout MIL-STD-806B.

## 2 Drawing practice

Any of the symbols from Tables I and II may be used in diagrams, bearing in mind the following general rule.
Every signal line shall preferably have at each end
either a state indicator circle, or no state indicator circle.

An example showing how compliance with this rule can be achieved is given in the following sketch.

(a)

(b)

A further advantage of drawing symbol 3 as in (b) is that it is more apparent that 3 behaves as an or function than when 3 is drawn as in (a) (cf. table I).

When state indicators are not used there should not be drawn more than four input lines to the input side of the fundamental symbol (see drawings (a) below).
When state indicators are used there should not be drawn more than three input lines to the input side of the fundamental symbol (see drawings (b) below).
These rules should be followed to avoid drawing difficulties caused by lines tending to cross over each other. When more input lines are needed the input side of the symbol can be extended in any of the ways indicated in Figs (c) below.


Equidistant lines


Equidistant lines

Equidistant lines

(c)


## EXPANDED INPUTS

If the number of input lines to a fundamental symbol must be expanded with the aid of an expander circuit, the expander line(s) enter(s) the fundamental symbol as drawn below.
The expander symbol shall be drawn to the same dimensions as the fundamental symbol; however, two filled arrows shall be drawn on each connection line, one arrow close to the expander symbol and one arrow close to the fundamental symbol.

$f=$ "fundamental" symbol
$E=$ Expander symbol
A signal line provided with arrows does not generally imply the usual logic levels. Therefore such a line should not be connected to "normal" inputs of gates but only to one expander input of one gate.

## 3 Output combinations (6.3)

Where functions have the capability of being combined according to the AND (or OR) function, simply by having the outputs connected, that capability shall be shown by enveloping the branched connection with a smaller sized AND or OR symbol*.


Dot" AND".


Dot" OR".

* These connections of outputs are often described in the literature as "WIRED-OR" or "wired-output".


The function Z is activated on its input by a нIGH level (because a state indicator is not applied there) if and only if both outputs of functions $X$ and $Y$ are HIGH.
The branched connection shall therefore be enveloped by a small-sized AND symbol.


The function Z is activated on its input by a low level (because a state indicator is applied there) if and only if one or both outputs of the functions X and Y are Low. The branched connection shall therefore be enveloped by a small-sized or symbol.
It should be noted that it would seem necessary to use state indicators on all terminals of the Dot "OR" symbol for correct interpretation of the circuit. However it is not usual to use state indicators on Dot symbols.

## 4 Drawing dimensions

Ratio of dimensions of symbols may be derived from the drawings below.


## EXCLUSIVE-OR



## II FLIP-FLOP SYMBOLS

## 1 General symbol



## 2 Definitions

Active or " 1 " state of an input signal
That state (either a level or a transition from one level to the other) which causes, directly or indirectly, a change of the output state. Conversely, the inactive or " 0 " state of an input signal is that state which does not cause an output change.

## Output state

There may be one output terminal $(\mathrm{Q})$ or two $\left(\mathrm{Q}_{1}\right.$ and $\left.\mathrm{Q}_{2}\right)$. If there are two, the "output state" refers to the states of the signals at $\mathrm{Q}_{1}$ and $\mathrm{Q}_{2}$; since these are normally complementary, the state at $Q_{1}$ is usually considered to represent the output state.

Preparatory input terminal (e.g. J, K, D)
An input terminal to which application of an active signal does not directly cause a change of the output state but prepares the circuit for such a change.

## Command input terminal ( $T$ )

An input terminal to which application of an active signal causes the output to assume the state corresponding to the preparatory inputs. It is also known as the "clock input terminal".

Toggle input terminal ( $T$ )
An input terminal at which an active transition from one level to the other directly causes a change of the output state.

Forcing input terminal ( $S_{1}=$ "direct set", $S_{2}=$ "direct reset")
An input terminal at which application of an active signal directly causes the output to assume a specific state, irrespective of the states of other input terminals.

## 3 Location of terminals and use of polarity state indicator

## Legend:

$\mathrm{H}=$ high level
$\mathrm{L}=$ Low level
$\mathrm{L} \rightarrow \mathrm{H}=$ transition from low level to HIGH level
$\mathrm{H} \rightarrow \mathrm{L}=$ transition from high level to sow level
$\mathrm{X}=$ state (level or transition) has no influence
$?=$ indeterminate, unless exact timing of relevant input signals (e.g. $S_{1}$ and $S_{2}$ ) is known.
3.1 J-K flip-flop without forcing inputs


An active (" 1 ") signal at $J$, together with an inactive ( 0 ") signal at $K$ and an active signal transition at $T$, causes the " 1 " state at $Q_{1}$ and the " 0 " state at $Q_{2}$.

3.2 J-K flip-flop with forcing inputs


Irrespective of the states at $J, K$ and $T$ : an active (" 1 ") signal at $S_{1}$, together with an inactive ("0") signal at $S_{2}$, causes $Q_{1}$ to assume the " 1 " and $Q_{2}$ the " 0 " state.

| symbol | function table |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $J$ | K | $T$ | $S_{1}$ | $S_{2}$ | $Q_{1}$ | $Q_{2}$ |
|  | X | X | X | H | L | H | L |
|  | X | X | X | L | H | L | H |
|  | X | X | X | H | H | ? | ? |
|  | H | L | $\mathrm{L} \rightarrow \mathrm{H}$ | L | L | H | L |
|  | L | H | $\mathrm{L} \rightarrow \mathrm{H}$ | L | L | L | H |
|  | H | H | $\mathrm{L} \rightarrow \mathrm{H}$ | L | L | reversed |  |
|  | L | L | $\mathrm{L} \rightarrow \mathrm{H}$ | L | L | no change |  |
| $5_{2}{ }^{1255464}$ | X | X | $\mathrm{H} \rightarrow \mathrm{L}$ | L | L | no change |  |
|  | X | X | X | L | H | H | L |
| ¢ | X | X | X | H | L | L | H |
|  | X | X | X | L | L | ? | ? |
| T- | H | L | $\mathrm{H} \rightarrow \mathrm{L}$ | H | H | H | L |
|  | L | H | $\mathrm{H} \rightarrow \mathrm{L}$ | H | H | L | H |
|  | H | H | $\mathrm{H} \rightarrow \mathrm{L}$ | H | H |  |  |
| $\bigcirc$ | L | L | $\mathrm{H} \rightarrow \mathrm{L}$ | H | H | no | nge |
| $5_{2} \quad 1255462$ | X | X | $\mathrm{L} \rightarrow \mathrm{H}$ | H | H | no | nge |

3.3 "Toggle" flip-flop

An active ("1") signal transition at $T$ causes the complementary states at $Q_{1}$ and $Q_{2}$ to reverse.

| symbol | function table |  |
| :---: | :---: | :---: |
|  | $T$ | $Q_{1} \quad Q_{2}$ |
|  | $\begin{gathered} \mathrm{L} \rightarrow \mathrm{H} \\ \mathrm{H} \rightarrow \mathrm{~L} \end{gathered}$ | reversed no change |
| $T-0 \square_{i 2,5465}^{\sum_{F F}}-a_{2}$ | $\begin{gathered} \mathrm{H} \rightarrow \mathrm{~L} \\ \mathrm{~L} \rightarrow \mathrm{H} \end{gathered}$ | reversed no change |

3.4 Edge-triggered D flip-flop


An active (" 1 ") signal transition at $T$ causes $Q_{1}$ to assume the same state as $D$. i.e., if $D$ is in the " 1 " state during the active transition at $T, Q_{1}$ also assumes the " 1 " state: if $D$ is " 0 ", $Q_{1}$ also becomes " 0 ". The output state will remain unchanged until the next active transition at $T$ occurs.

| symbol | function table |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | D | $T$ |  | $Q_{1} \quad Q_{2}$ |
|  |  | level | transition |  |
| $\mathrm{FF}^{-a_{12}} \mathrm{a}_{-2,457}^{-a_{2}}$ | $\begin{aligned} & \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{X} \\ & \mathrm{X} \end{aligned}$ | X | $\begin{aligned} & \mathrm{L} \rightarrow \mathrm{H} \\ & \mathrm{~L} \rightarrow \mathrm{H} \\ & \mathrm{H} \rightarrow \mathrm{~L} \end{aligned}$ | H L <br> L H <br> no change no change |
|  | $\begin{aligned} & \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{X} \\ & \mathrm{X} \end{aligned}$ | X | $\begin{aligned} & \mathrm{H} \rightarrow \mathrm{~L} \\ & \mathrm{H} \rightarrow \mathrm{~L} \\ & \mathrm{~L} \rightarrow \mathrm{H} \end{aligned}$ | $\begin{array}{ll}\mathrm{H} & \mathrm{L} \\ \mathrm{L} & \mathrm{H}\end{array}$ no change no change |
|  | L H X X | X | $\begin{aligned} & \mathrm{H} \rightarrow \mathrm{~L} \\ & \mathrm{H} \rightarrow \mathrm{~L} \\ & \mathrm{~L} \rightarrow \mathrm{H} \end{aligned}$ | H L <br> L H no change no change |

### 3.5 Level-operated ("gated") D flip-flop, or "Bistable latch"

(Graphical symbol equal to 3.4.)


As long as the signal at $T$ is at its active ("1") level, the signal at $Q_{1}$ follows the signal at $D$. When the signal at $T$ changes to its inactive ("0") level, the signal at $Q_{1}$ latches (subsequent changes in $D$ cause no change in $Q_{1}$ ). $Q_{1}$ unlatches when the signal at $T$ returns to its active level.

| symbol | function table |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | D | $T$ |  | $Q_{1} \quad Q_{2}$ |
|  |  | level | subsequent transition |  |
|  | $\begin{aligned} & \mathrm{H} \\ & \mathrm{H} \\ & \mathrm{~L} \\ & \mathrm{~L} \\ & \mathrm{X} \end{aligned}$ | $\begin{aligned} & \mathrm{H} \\ & \mathrm{H} \\ & \mathrm{H} \\ & \mathrm{H} \\ & \mathrm{~L} \end{aligned}$ | $\begin{aligned} & \mathrm{H} \rightarrow \mathrm{~L} \\ & \mathrm{H} \rightarrow \mathrm{~L} \end{aligned}$ | $\begin{array}{lr}\text { H } & \text { L } \\ \text { H } & \text { L } \\ \text { L } & \text { H } \\ \text { L } & \text { H } \\ \text { no change }\end{array}$ |
|  | H H L L X | $\begin{aligned} & \text { L } \\ & \text { L } \\ & \text { L } \\ & \text { L } \\ & \text { H } \end{aligned}$ | $\begin{aligned} & \mathrm{L} \rightarrow \mathrm{H} \\ & \mathrm{~L} \rightarrow \mathrm{H} \end{aligned}$ | H L <br> H L <br> L H <br> L H <br> no change  |
|  | L L H H X | $\begin{aligned} & \text { L } \\ & \text { L } \\ & \text { L } \\ & \text { L } \\ & \text { H } \end{aligned}$ | $\mathrm{L} \rightarrow \mathrm{H}$ $\mathrm{L} \rightarrow \mathrm{H}$ | H L <br> H L <br> L H <br> L H <br> no change  |

## 4 Multiple inputs

Where inputs are functionally combined by an input gate, the connecting line between the gate symbol and the flip-flop symbol may conveniently be omitted, as shown in the drawing.


## 5 Time delay circuit

The following time delay symbol (MIL-STD-806 B, 5.15) is used in some logic flip-flop block diagrams:


6 Drawing dimensions (to MIL-STD-806 B)


The ratio of dimensions is given in the drawing above.
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[^0]:    * Positive logic has the logic 1 -level at a more positive voltage than the logic 0 -level. See Appendix "Explanation of Drawing Symbols and Notation".

[^1]:    * per logic function.

[^2]:    * N.I.T. $=$ Numerical Indicator Tube.

[^3]:    * See our Application Book "FJ Range of TTL Integrated Circuits".

[^4]:    * 6 V supply
    ** 5 V supply.

[^5]:    * Dependent on the number of diodes connected to the expander input.

[^6]:    * Also known as "Wired-or", "output-or" or "collector-or".

[^7]:    * $I_{Q L L \max }=$ maximum current which may be taken by the collector resistor. $I_{G L \max }=$ maximum Low input current per gate.

[^8]:    * typical, with wiring capacitance $C_{\mathrm{w}}=6.4 \mathrm{pF}$ per driven gate.
    ** minimum. †typical.

[^9]:    * Officially designated "toggle" or "bi-stable trigger circuit" in England (B.S. 204: 1960, No. 32043). "Flip-flop" was chosen in U.S.A. by the I.R.E. Standards on Computers, 1950.

[^10]:    * Introduction of a delay element $\left(D_{1}, D_{2}\right.$ in Fig. 2-36) aims at the same effect.

[^11]:    * See section 3.1.2.

[^12]:    * Types FCJ111 and FCJ201, however, may be triggered on the $J$ - $K$ inputs as well as the $T$-input, which can mean a saving of extra gates.
    ** Sometimes called "redundant states".

[^13]:    * The FCJ131, FCJ191 and FCJ211 are also suitable.

[^14]:    Notes to table 3-4

    * Synchronous or asynchronous.
    ** Equivalent gate loads.
    $\dagger T$ is the reciprocal of the maximum counting speed, and composed mainly of $t_{T L}+t_{T H}$, to which relevant preparatory times and flank rise and fall times must be added.

[^15]:    * Specially designed for the FC family, having printed supply terminals.

[^16]:    *) See p. 163 for drawing dimensions.

